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Foreword 
 

“This volume presents an update on the state of research and development in Smoothed Particle 
Hydrodynamics as it includes all the papers presented at the Third Workshop on SPH held at EPFL, the Swiss 
Federal Institute of Technology in Lausanne, June 4-6, 2008. The present volume is the printed version of the 
51 papers made available through a USB key issued at the Workshop to the participants to ensure timely 
dissemination of the latest results provided by the authors. The volume is thus dedicated towards specialists and 
professionals in the area of SPH applications, who could not attend the Workshop as well as anybody who 
would like assess the most active current research areas in the field of SPH methodology.  

 

The volume is structured according to the Workshop topics which includes the following sections: 

-  Advances in SPH model; 

- Free surface flows; 

- Wave impact; 

- Incompressible method; 

- Turbulence; 

- High performance computing; 

- Non Newtonian fluids; 

- Fluid-Structure; 

- Multiphase flows; 

- Astrophysics. 

After the above few comments, which certainly miss the expected vivid and stimulating presentation and discussion held during the 
Workshop I would like to thank all the contributors for keeping to the tight schedule for the submission of papers and Prof. François 
Avellan, Director of EPFL Laboratory for Hydraulic Machines for agreeing to organize the Third SPH Workshop. I would like to 
acknowledge the tremendous work of Mrs. Valérie Jacquot-Descombes in touch with all EPFL services. I further thank as well as the 
local team, Dr. Cécile Munch-Alligné, Dr. Mohamed Fahrat, Olivier Braun, Alireza Zobeiri and Vlad Hasmatuchi of the EPFL 
Laboratory for Hydraulic Machines for helping in the edition of this volume. Special thank goes to Dr. Philippe Cerrutti who made 
possible SPHERIC IIIrd Web Site and to Mrs. Isabelle Stoudmann for her administrative support. 

This Workshop will not be possible without the commitment of Dr. Etienne Parkinson and Dr. Jean-Christophe Marongiu, Dr. Jean 
Favre and John Biddiscombe, Co-Chairmen of the Workshop.  

We are very grateful to our sponsors, who financially support the edition of this volume, EPFL, CSCS, VATECH Hydro Andritz 
and ERCOFTAC, Further thanks to Lausanne Tourisme for their help in organizing the tourism guide.  

 
Lausanne, June 4, 2008” 
 

Dr. Eng. Pierre Maruzewski 
Chairman of SPHERIC Workshop IIIrd and editor 
EPFL – STI - LMH 
Switzerland 
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Preface 
 

“Smoothed Particle Hydrodynamics (SPH) was developed to study non-axisymmetric phenomena in astrophysics. However, 
developments based on this approach have been launched for a far wider range of applications by various research teams in association 
with industry. Since the meshfree technique facilitates the simulation of highly distorted fluids/bodies, it offers great potential in fields 
such as free-surface flows, elasticity and fracture, where Eulerian methods can be difficult to apply. Furthermore, with the ever 
increasing size and cost reduction of computer clusters, parallel implementations allow large-scale simulations that were previously 
limited to mainframes. 

Following the impulse generated by a collection of local initiatives, France, United Kingdom, Italy.., a need has been identified to 
foster and cluster efforts and developments. The goal of SPHERIC is indeed to foster the spread of this simulation method within 
Europe and abroad. It forms a framework for closer co-operation between research groups working on the subject, and serves as a 
platform for information exchange from science to industry. One of the most important goals is the assessment and development of this 
method for all its possible applications. With an emphasis on validation, it will then be possible to consider transfer of information, and 
thereby technology, to companies not currently engaged in the technology. Today, June 2008, 30 months after the birth of SPHERIC, 
the number of member organizations has reached 57, including 8 industrial partners. 

These goals can best be achieved through annual workshops. These organized to serve the following goals: 

            To develop the basic scientific concepts, including parallelism and post-processing methods. 

            To communicate experience in the application of the technology, 

            To foster communication between industry and academia, 

            To discuss currently available as well as new concepts, 

            To give an overview of existing software and methods, 

            To define and run benchmark test cases. 

After the first SPHERIC workshops, Rome 2006, Madrid 2007, we are now meeting in Lausanne for a promising third session. We 
expect that the number of attendees will exceed 100, and about 40 oral presentations will be held. From these proceedings it will be 
clear that SPH is becoming very popular for fluid-structure interactions, a field where this method shows all its qualities. It is also 
noteworthy that a training day is organized around SPH modeling and post-treatment before the workshop. We expect that these four 
days of presentations and discussions will benefit your current and future work.” 
 

Damien Violeau 
Chairman of ERCOFTAC SIG SPHERIC 

EDF - LNHE 
France 

 

Dr. Nathan Quinlan 
Secretary of SPHERIC 

National University of Ireland 
Ireland 

 
 
 
 

Dr. Eng. Pierre Maruzewski 
Chairman of SPHERIC Workshop IIIrd 

EPFL – STI - LMH 
Switzerland 

Dr. Ben Rogers 
Webmaster of SPHERIC 
University of Manchester 

United Kingdom 
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Abstract— A meso-scale stochastic Lagrangian particle model
was developed and used to simulate conservative and reactive
transport in porous media. In the stochastic model, the fluid
flow in a porous continuum is governed by a combination
of a Langevin equation and continuity equation. Pore-scale
velocity fluctuations, the source of hydrodynamic dispersion, are
represented by the white noise. A smoothed particle hydro-
dynamics method was used to solve the governing equations.
Changes in the properties of the fluid particles (e.g., the solute
concentration) are governed by the advection-diffusion equation.
The separate treatment of advective and diffusive mixing in the
stochastic transport model is more realistic than the classical
advection-dispersion theory, which uses a single effective diffusion
coefficient (the dispersion coefficient) to describe both types of
mixing leading to over-prediction of mixing induced effective
reaction rates. The stochastic model predicts much lower reaction
product concentrations in mixing induced reactions. In addition,
the dispersion theory predicts more stable fronts (with a higher
effective fractal dimension) than the stochastic model during the
growth of Rayleigh-Taylor instabilities.

I. INTRODUCTION

Flow and transport in porous media can be alternatively
described on two fundamental scales. On the pore (micro-
scopic) scale, these phenomena are governed respectively by
the Navier-Stokes and advection-diffusion equations. On the
continuum scale (with a characteristic length much larger than
the size of a single pore) the  o w and transport are usually
described by macroscopic transport equations [1], [2] that
represent the volumetric or statistical averages of the Navier-
Stokes and advection-diffusion equations. These equations
consist of the continuity equation,

dρ

dt
= −ρ∇ · u, (1)

the momentum conservation equation,
du
dt

= −∇p

ρ
+ g − γu,

dx
dt

= u, (2)

and the advection-dispersion equation,
dC

dt
=

1
ρ
∇ · (ρD∇C), (3)

where x is the position of a  uid volume element moving
through a continuous porous medium with an average pore
velocity of u(x), and ρ(x) and μ(x) are the density and
viscosity of the  uid at position x. The friction coef cient

γ = φμ/(ρk), porosity φ, permeability k and hydraulic
conductivity φg/γ are some of the macroscopic parameters
characterizing the continuum properties of porous media. In
Eq. (3), C is the solute concentration (mass fraction),

D = (Dm/τ + α |u|) (4)

is the dispersion coef cient, treated for simplicity as a scalar;
Dm is the molecular diffusion coef cient, and τ and α are the
tortuosity and the dispersivity of the porous medium.

In a homogeneous porous medium, dispersive mixing is
the result of a combination of molecular diffusion (diffusive
mixing) and spreading due to variations in the  uid veloc-
ity (advective mixing). In the Darcy(continuum)-scale  o w
equation (2) these velocity variations are disregarded and the
Darcy-scale dispersion theory, Eq. (3), treats dispersion in
a homogenous porous media as a Fickian diffusion process
with a macro-scale effective diffusion coef cient, D, which
combines the effects of advective mixing and diffusive mixing
[1]. The form of the dispersion coef cient can be derived
by treating the Darcy velocity  eld as a stochastic process
with a prescribed velocity covariance function using ensemble
averaging [3] and renormalization-group analysis [4] or by
using the method of volume averaging [5], which considers
pore-scale velocity  uctuations around the average (Darcy)
velocity. However, there is ample evidence that dispersive
mixing is very different from purely diffusive mixing (e.g. the
fractal dimensions of the fronts (isoconcentration contours)
resulting from diffusion and dispersion are different [6]),
and the advection-dispersion equations also signi cantly over-
predict the extent of reaction in mixing induced chemical
transformations [7]–[9]).

We propose a new stochastic Lagrangian particle model
for  o w and transport in porous media that allows advective
mixing and the diffusive mixing to be treated separately.
We assume that  uid  o w in homogeneous porous media
is governed by a stochastic Langevin  o w equation that
is obtained by adding white noise  uctuations, ξ, to the
momentum conservation equation (2). As in [3] and [4]),
the noise represents random interactions between the  uid
and the disordered porous medium that forces  uid  o w
paths to deviate from the smooth  o w paths predicted by
the Darcy scale continuum  o w equations (Eqs. 1,2). The
molecular diffusion of solutes carried by the  uid is governed
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Abstract— Smoothed Particle Hydrodynamics method is well
suited for simulations of un-compressible fluid systems with
free surfaces or quickly varying boundary conditions A very
convenient approach in the SPH framework is the one assuming
a weak compressibility of the fluid: in this case the numerical
solution procedure is simple and explicit. We study the case
of a jet of water on an inclined rigid wall. This problem has
an analytical solutions and therefore it is possible to make an
accurate, comparison of the SPH results with the analytical
ones. In the standard SPH implementations, it is well known
that the pressure values exhibit a consistent noisy behavior,
since small density variations are amplified by the large sound
speed, therefore producing random pressure spikes. We propose
a simple therapy that produces more regular and accurate
pressure profiles. Essentially we add to the continuity equation
a diffusive term, with a coefficient proportional to the sound
speed, the kernel of the particles and to the particles size. This
new term is analogous to the artificial viscosity that appears
into the momentum equation. It is purely numerical and in the
continuum limits it goes to zero and the general conservation
properties of the algorithm are not changed. We find that the
best results are obtained withξ h cs (Wik/Wii)

2 where ξ is an
a-dimensional coefficient of the order≈ 0.1, h is the particle
smoothing length,cs is the sound speed andWik is the kernel at
the i position evaluated at thek position. We have verified the
improvements is excellent in many cases. Here These comparisons
testify the quality of the improvements. The computational cost
of the proposed therapy is quite small since the diffusion the
can be calculated at the same time level of the other spatial
derivatives.

I. I NTRODUCTION

The Smoothed Particle Hydrodynamics (SPH) method is
very appropriate for simulating complex fluid dynamics and
is frequently used when the problem shows strong free surface
dynamics. Indeed in this case a mesh free method has to
be preferred. However in many problems the attention is
focused on the fluid kinematics instead of the prediction
of the pressure field. In general the flow speeds look quite
good, but checking the distribution of pressure, the situation is
different: large random pressure oscillations are present due to
numerical high frequencies acoustic signal. In the simulations
of violent liquid-solid impacts the pressure value is very
important and its evaluation turns out to be critical for practical

applications. Such kind of impact problems are strongly time
dependent and the analytical pressure solution, to compare
with computer pressure values, are complex and limited to
very simple geometries (see e.g. [2]). The result is that this
problem is not deeply investigated in the SPH literature. In [1]
the authors suggested a filtering of the density with a MLS
integral interpolation as a way to reduce the numerical noise
in the pressure evaluation. That procedure gives good results,
but for long time simulation it does not properly conserves
the total volume of the particle’ system since the hydrostatic
component has been improperly filtered [8] Following the idea
of the smoothing process, it is rather natural to think to a
diffusion process. Furthermore it is well known that, in the
framework of SPH, the diffusion algorithm is conservative and
therefore it preserves the mass conservation. Obviously the
diffusion coefficient has to vanish as the numerical accuracy
increases in order to avoid unphysical effects and to recover the
consistency of the discrete equations. We analyzed few simple
problems and found clear evidence of the discrepancy between
analytical and computer pressure values and clear evidence of
the improvements. Particular attention has also be paid on the
time integration scheme adopted which play an important role
both in pressure evaluation as well as in the computation costs.

II. GOVERNING EQUATIONS

A. The continuum equations

In free-surface SPH, the fluid is generally considered un-
viscous and the flow is free to have rotational motion; the
problem is thus governed by the Euler equation in the domain
Ω which in the presence of a generic external force field~f
reads

D~u

Dt
= −1

ρ
∇p + ~f

for the momentumequation, where D
Dt is the comoving

derivative,~u is the fluid speed,p the pressure;

Dρ

Dt
= −ρ div (~u)
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Abstract— One of the important advances to be made for 
SPH is the development of a hybrid model that couples the 
computationally intensive, but highly resolved, SPH code to a 
more efficient, but less descriptive, model in the offshore. For 
example Boussinesq models are efficient at propagating waves 
ashore; however, special techniques are required to track 
multiply connected free surfaces that occur during the wave 
breaking process. By coupling the two models, an optimized 
model for coastal wave propagation can be developed. Here, a 
model that couples FUNWAVE (a fully nonlinear Boussinesq 
model for surface waves) to SPHysics is presented. 
 

I. INTRODUCTION 
The periodic passage of storm near coastal areas gives 

rise to dangerous waves on the shore line during winter time. 
It is difficult, computationally and physically, to analyze 
these events by means of a single model due to the presence 
of multiple scales both in time and in space. The present 
study considers the use of different models to generate and 
propagate the wave field from the open sea to the coastal 
region. In particular, the interaction between high waves and 
coastal structures is considered.  

A variety of models using different numerical and 
physical approaches has been developed to handle wave 
propagation and different types of wave transformations as 
refraction, diffraction, breaking, run-up and overtopping. 
Recently, research is focused on coupling models with 
different numerical and mathematical approaches ([1] and 
[2]). These models have several advantages and limitations, 
but the primary goal of such an approach is to combine the 
advantages of the individual models in a single model, thus 
increasing the accuracy, efficiency and regime of validity.  

A hybrid method is developed starting from two existing 
wave propagation models. The model couples the finite 
difference Boussinesq model, FUNWAVE ([3]) to SPHysics 
([4]) model.  

FUNWAVE has been proven to be able to simulate 
surface waves from deep water with accuracy and with 
satisfactory results both in the intermediate water depths and 
in near shore areas.  

SPHysics (http://wiki.manchester.ac.uk/sphysics.) has 
been used for wave impact studies on offshore structures 
([5], [6] and [7]) showing good agreement between 
numerical and experimental results. Unfortunately, its 
computational cost does not permit extending the model far 
from the near shore area. 

This hybrid approach employs FUNWAVE for wave 
propagation in the offshore region and uses SPHysics to 
handle wave breaking, run-up and overtopping in the domain 
close to coastal structures. 

A first approach and an example of implementing a one 
way coupling can be seen in [8]. 

 

II. BOUSSINESQ MODELS 
Boussinesq-type equations provide a general basis for 

studying wave propagation in two horizontal dimensions. At 
their core, the equations are the shallow water equations for 
nondispersive linear water propagation. This basic 
foundation is extended by the addition of terms which 
include the lowest order effects of nonlinearity and 
frequency dispersion. This formulation provides a sound and 
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Abstract—In this work a new SPH model for simulating
interface flows is presented. This new model is an extension of
the formulation discussed in [4], and shows strong similarities
with one proposed by Hu & Adams [6] to study multiphase flow.
The main difference between these two models is that the present
formulation allows for simulating multiphase flows together with
the presence of a free surface.

The new formulation is validated on test cases for which
reference solutions are available in literature. A Rayleigh-Taylor
instability is first studied. Then, the rise of an air bubble in a
water column is investigated. Finally, the model capabilities are
illustrated on the case of a drop of a heavy fluid entering a tank
filled with water.

I. INTRODUCTION

Multiphase flows play a significant role in numerous en-
gineering applications characterized by strong dynamics of
the flow making the SPH scheme a valuable candidate as
simulation method, e.g. flows involved in mixing/separation
devices, engines, propellers with cavitation, etc. Even for
free-surface water flows of strong dynamics (i.e. including
jets, sprays, impacts, free-surface reconnections, etc.) usually
simulated using one-phase SPH models, the air phase can have
a large influence on the water flow evolution and on subsequent
loads on structures.

Although the classical SPH formulation succeeds in cor-
rectly simulating one-phase flows, the presence of an interface
and the physical conditions associated make a stable two-phase
formulation more difficult to derive. The main issue is the
estimation of the ratio between pressure gradient and density
in the momentum equation in the region near the interface,
where the density is discontinuous when crossing the interface.
Actually, the SPH scheme relying on a smoothing, accuracy is
lost when a particle has its compact support which intersects
the interface, namely the density of the other phase spuriously
influences the evaluation of acceleration of the concerned
particle.

In the present work a new SPH model for simulating
interface flows is presented. This new model is an extension
of the formulation discussed in Colagrossi & Landrini [4] and
it is based on the variational approach introduced by Bonet
& Lok [2]. The SPH formulation presented here shows strong
similarities with one proposed by Hu & Adams [6] to study

multiphase flows. The main difference between these two
models is that the present formulation allows for simulating
multiphase flows together with the presence of a free surface
(meaning here an interface without accounting for the (air)
phase above it).

Further, in the present formulation a specific attention is
paid to enhance the accuracy of the scheme, especially through
the use of a Shepard kernel. This leads in particular to the
derivation of an original variant of renormalization of the
gradient of this kernel, which differs from the one usually
associated in literature to this Shepard kernel.

The formulation is validated on test cases for which ref-
erence solutions are available in literature. After classical
tests as the one of a droplet oscillating without gravity, more
complex validation cases are simulated such as Rayleigh-
Taylor instabilities, or an air bubble rising by gravity in a water
column at rest. The last problem studied in the present work is
the case of a droplet of a heavy fluid entering a tank filled with
water. The latter involves two different kinds of liquids and
the free-surface dynamics, namely the droplet impact generates
free-surface gravity waves which radiate far away.

II. PHYSICAL MODEL

In the present work we model the Navier-Stokes equations
for a set of viscous newtonian fluids. The sketch in figure (1)
shows a fluid domain Ω composed by different fluids A,B, . . ..
The boundaries of the domain Ω are constituted by a free-
surface ∂ΩF and by solid boundaries ∂ΩB .

The conservation of the momentum in Ω is written in
lagrangian formalism as

Du
Dt

= −∇p

ρ
+ Fv + FS + f (1)

where u, p and ρ are respectively, the velocity, the pressure
and the density fields, while fV , fS , f represent the viscous, the
surface tension and the external body forces (here the force
field ρf is the gravity force ρg).

The spatial position of the generic material point X,at time
t will be indicated through x(t), in other words

x(t) = φ(X, t) (2)
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Abstract— In this paper we describe our SPH simulations
of swimming linked bodies in two dimensions. The bodies are
ellipses that pivot around links, which lie between the ellipses.
In our simulations the ellipses are defined by boundary force
particles around their perimeter. In the absence of a skin the
fluid can pass between the linked bodies. If they have a skin
the fluid is prevented from flowing between the bodies and the
swimming is more like that of real fish or eels. We model the
skin by SPH skin particles, which are coupled by elastic forces.
The skin particles connect the bodies and join seamlessly to the
boundary force particles that define the shape of the rigid bodies.
The convergence of the simulation is discussed, as well as the
scaling relations satisfied by the dynamics. The results may be
generalized to an arbitrary number of linked bodies each of
which may have a different geometry.

I. I NTRODUCTION

This paper is concerned with the investigation of swimming
in two dimensions. In this particular case, the swimming object
is composed of linked, rigid, elliptical bodies. Motion through
a fluid is due only to changes in angles between adjacent
bodies. This work follows on directly from [1] in which linked
bodies without skin were considered.

The previous work was most similar to simulations by
Kanso et al. [2] and Eldredge [3]. Both studied motion of three
linked ellipses in a two dimensional fluid of infinite domain.
Kanso et al. considered an inviscid fluid, whereas the vortex
particle method used by Eldredge included viscosity.

The aim of this work is to investigate the changes to the
motion when a skin is included. In the absence of a skin, the
fluid could flow through the gaps between connected ellipses.
If they have a skin, the fluid is prevented from flowing through
the gaps. Hence, the linked bodies with skin are more like real
fish or eels. It is shown that the inclusion of skin makes the
swimming more efficient. For a prescribed gait, the bodies
move further in a given period of time with skin than they do
without. The fluid in our simulations has a periodic boundary,
and the Reynolds number is< = 200.

The fluid is modeled using SPH fluid particles. The bound-
aries of the rigid bodies are defined by boundary force
particles. The present work introduces SPH skin particles,
which define a layer of elastic skin. Like body particles, the
skin particles interact with the fluid particles via boundary
forces. The difference, however, is that they interact with their
neighbours through a spring force. The skin behaves like an

elastic cover between the bodies, and seamlessly connects to
the bodies at specified points.

II. M ETHODOLOGY

In the present work, we consider motion of three elliptical,
linked bodies in a viscous fluid in two dimensions. A typical
configuration of the rigid bodies in shown in Fig. 1.

The motion of the linked bodies is controlled through the
anglesϕ1 and ϕ2 which are specified functions. In this case
the angles are functions oft, although in general they may
also be functions of spatial coordinates.

The main aim in this work is to compare the motion of the
linked bodies with and without skin. Where the bodies do not
have skin, fluid can pass through the gaps between the bodies.
When the skin is attached, the gaps between the bodies are
covered, preventing fluid from passing through. We expect that
the bodies with skin swim a further distance in a given period
of time.

A. Equations of motion

The equations of motion for the fluid are the Navier Stokes
equations. In cartesian tensor from these equations are

dv
dt

=
1
ρ

(∇ · T−∇P + F) , (1)

where T is the stress tensor andP is the pressure. The
formulation of the boundary forceF is related to that of Peskin
[4].

The equation of motion for a rigid bodyk with massMk

is

φ1

θ3

θ1

θ2
φ2

body 1
body 2

body 3

x

y

Fig. 1. Configuration of the linked bodies. The link positions are denoted
by the filled circles. The prescribed anglesϕ1 and ϕ2 give the orientation
of one body relative to the next. The angles are measured between the major
axes of the ellipses, which run through the centre of mass of each body. The
anglesθ are defined relative to a fixed direction, that is, thex axis of the
cartesian coordinate system.
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Abstract— In alternative to the classical approaches [1], [2], a 
new robust and accurate SPH scheme is proposed, able to 
track correctly complex three-dimensional free-surface flows 
and, even more important, also able to compute an accurate 
and little oscillatory pressure field. A new treatment of the 
solid boundary conditions is also proposed. To asses the 
accuracy of the new SPH scheme, a three-dimensional mesh-
convergence study has been performed for the strongly 
deforming free-surface in a 3D dam-break and impact-wave 
test problem. 

The parallelization of our new 3D SPH scheme has been 
carried out using the MPI paradigm together with a dynamic 
load balancing strategy to improve considerably the 
computational efficiency of the code. Thus, simulations 
involving millions of particles can be run on modern massively 
parallel supercomputers, obtaining a very good performance, 
as confirmed by a speed-up analysis. The applications in 3D 
consist of environmental problems, such as dam-break flows 
and impact flows against a wall. The numerical solutions 
obtained with our new 3D SPH code have been compared with 
either experimental results or with other numerical reference 
solutions, obtaining in all cases a very satisfactory agreement.  

I. INTRODUCTION  
The SPH scheme is a technique for approximating the 

continuum equations [3] based on particle-particle 
interactions and can be interpreted as an explicit central 
finite difference (FD) scheme with moving points. It has 
been demonstrated in the literature that the scheme is not 
stable using explicit Euler time stepping [4]. In the literature, 
two different SPH versions have been used to stabilize the 
scheme.  

The oldest and more common formulation was proposed 
by Gingold and Monaghan [1], where an artificial viscosity 
term is added in the evolution equation of the velocity. It 
produces a repulsive force between the particles when two 
points approach each other. This formulation is very accurate 
to compute the free-surface profile of an incompressible 

fluid, but the numerical pressure profile resulting from the 
original approach presented by Monaghan [7] is highly 
oscillatory and thus unacceptable. Although the density 
fluctuations are within a few percent only, the amplitude of 
the spurious oscillations in the pressure field is remarkable. 
The cause of these spurious pressure fluctuations lies in 
numerical instabilities but they are further amplified by the 
stiff equation of state, the so-called Tait equation. 

An alternative and more general formulation of the SPH 
scheme derives from the work of Vila [2], which uses 
approximate Riemann solvers to evaluate a numerical flux 
for each couple of interacting particles. In contrast to the 
approach presented in [7], the Vila formulation produces a 
monotone pressure field and this latter formulation of the 
SPH method is also stable. Unfortunately, it is too diffusive 
and hence it can not be used to simulate violent free-surface 
flows, which are at the focus of our attention. Even the 
Godunov flux, based on the exact Riemann solver, does not 
help to remedy the excess of numerical viscosity inherent in 
the SPH formulation of Vila.  

In conclusion, neither of the two above-mentioned SPH 
approaches is able to produce simultaneously accurate 
solutions for the pressure field and also for the free-surface. 
Therefore, it is necessary to construct a new stable and more 
accurate SPH scheme. 

II. THE NEW SPH FORMULATION 
The new formulation proposed in this paper uses an 

explicit third order Runge-Kutta scheme in time to improve 
the linear stability of the method, following a similar time 
evolution procedure of Oger et al. [5]. Since the high order 
TVD Runge-Kutta time discretization initialized by Shu and 
Osher [6] has been extremely successful in solving nonlinear 
hyperbolic conservation laws with total variation 
diminishing (TVD) finite difference and finite volume 
schemes, the third order TVD Runge-Kutta scheme [6] has 
been implemented. However, the explicit high order time 
integration is not enough to stabilize the numerical pressure 
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Abstract— The dynamic analysis of a floating body response 
under the wave forcing involves complex aspects related with 
fluid-structure interaction. In this work a numerical approach 
to solve such a problem is proposed by means of the SPH code. 
Basic aspects regarding linear wave generation in a flume and 
free-damped oscillations of a one degree of freedom (DOF) 
floating box have been early investigated. Finally the fully-
coupled dynamic response of a floating breakwater forced by 
regular waves has been analyzed and compared with 
experimental measurements. 

I. INTRODUCTION  
The analysis of the dynamic behaviour of a floating body 

under wave forcing represents one of the main concerns in 
coastal and ocean engineering. In nearshore environments 
where the wave field spectrum is characterized by a limited 
peak period (e.g. lakes, bays or tidal lagoons) prediction of 
the floating body response concerns mainly with the analysis 
and design of floating breakwaters (FBs).  

The engineering approach to this  problem becomes 
rather complex due to the fluid-structure interaction (waves 
force the body motion and, in turn, its movements affect the 
incoming field through radiated water disturbances); thus the 
adoption of sophisticated numerical models is required for 
correct prediction of the FBs performances.  

Unfortunately the numerical tools currently adopted are 
based upon restrictive hypotheses that seems to be 
inconsistent with the actual behaviour of these structures 
(e.g. infinitesimal height of the incident waves, small 
oscillation around the static floating position etc.).  

In this context the use of the SPH code seems to offer 
promising results as its lagrangian approach along with the 
assumption of a meshless interpolant scheme allow to adapt 
to possible high strains experienced by the fluid and the 
floating body; even surface separation (induced by the 
overtopping) is allowed thus overcoming most of the critical 
aspects of other numerical techniques traditionally adopted 
for modelling the above mentioned problem [6]. 

In subsequent sections are illustrated the most significant 
results obtained by means of the SPH code [4]. In particular 
the following topics are discussed: 

1. numerical generation of linear wave in a flume; 

2. free-damped oscillation of a floating body with 1-
DOF; 

3. dynamic response of a 1-DOF floating breakwater 
under regular waves (2-D model).  

η/
h

t/T

Surface profile  at x/L=1
x [m]

η/
h

t/T

Surface profile  at x/L=1
x [m]

 
Figure 1.  Wave flume and time surface elevation 

II. GENERATION OF REGULAR WAVES IN A FLUME 
The early analysis has been carried out by means of the 

SPH code for simulating free-surface linear waves generated 
in a flume. 

The facility is made up of two parts (Fig. 1): the former, 
which is close to the wave-maker paddle, has a constant 
depth (h=1.0m) and a length of 6.0m; the latter, toward the 
shore boundary, has a uniform slope (1:6) and the same 
length of the previous one. 
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1. INTRODUCTION 
 

Coastal structures such as breakwaters, harbour walls or 
cliffs are often subject to wave impacts. Such structures can 
suffer severe damage during extreme storms (see Figure 1, 
for example). In laboratory experiments, wave impacts have 
been characterised as ‘low-or high-aeration’, depending 
upon the shape of the wave as it reaches the structure 
(Bullock et al. [1]). Low aeration impacts are characterised 
by a sharp peak at impact, followed by quasi-hydrostatic 
pressures as the wave runs up then down the vertical wall 
(see Figure 2). This includes the so-called ‘flip-through’ 
case where no air is entrapped as the wave breaks. When an 
air cushion is entrapped as the wave overturns, a high-
aeration impact can occur. In this case, impact pressures can 
be greatly in excess of the low-aeration values and 
characteristic pressure oscillations due to the acoustic 
vibration of the entrapped air cushion follow the impact 
peak.  

 

 
Figure 1: Alderney breakwater (photography: Ilona 

Soane-Sands) 
 

Recent work by the authors [2] has shown that 
incompressible smoothed particle hydrodynamics (I-SPH) 
can provide excellent simulations of unaerated wave 
impacts on coastal structures. In particular, it is capable of 

modelling the flip-through at impact and resulting extreme 
vertical accelerations and jet plume up the wall. I-SPH was 
also shown to cope (qualitatively, at least) with the jet 
breakup and resulting splashing as the jet returns to the 
water body. However, it was less successful when applied to 
problems involving air entrainment. It is to be expected that 
at least part of the problem with the I-SPH computations is 
due to the absence of a gaseous phase in the computations.  
 

 
 

 
 

Figure 2: Pressure profiles for ‘low-aeration’ and ‘high-
aeration’ wave impacts (from Bullock et al, 
[1]). 

 
The team at Plymouth are in the process of developing 

such a model. As part of the development, a choice must be 
made between using incompressible (I-SPH) or weakly-
compressible versions (WCSPH) of SPH. The present paper 
reports a comparison between these two model types for 
wave impacts. Several different formulations of both I-SPH 
and WCSPH are used. The calculated pressure profiles at 
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Abstract—In the present paper, an SPH model of the shallow
water equations is presented. The objective of this model is
to perform flooding simulations of complex three-dimensional
bathymetries of a wet bottom and a dry land. Its implementation
is described, including especially the procedures to be able to
follow the fluid domain expansion during flooding simulations,
namely an anisotropic kernel with variable smoothing length is
used as well as a periodic redistribution of the particles.

A number of validation tests are made. The model results are
first checked on the case of a dam break on a flat dry bottom, and
the propagation of a solitary wave. Then more complex three-
dimensional cases are simulated and compared to other models
and experiments, e.g. a dam break flooding a slope of complex
shape, and a solitary wave running up an island.

I. I NTRODUCTION

Flooding of dry coasts due to rough-sea breaking waves or
tsunamis is a major concern in coastal engineering. Similarly,
land flooding in case of hydraulic dam break is another
example where a large area of dry land is invaded by wa-
ter. To simulate such events, mesh-based methods are rather
inadequate since they would require the use of huge Eulerian
meshes distributed over the entire possibly flooded domain.
The use of a lagrangian meshless method such as SPH would
conversely allow for tracking the flow evolution, without
requiring a spatial discretization of dry parts of the domain.

Still, standard SPH simulation of such events whose space
and time scales are much larger than the ones usually simu-
lated by SPH, would exhibit prohibitive computational costs.
An alternative is to use the SPH scheme to model the non-
linear shallow water equations, as proposed by Rodriguez-
Paz & Bonet [5] and Ata & Soulaimani [9], and extended
by Panizzo et al. [2]. Each particle then represents a water
column whose height is linked to the smoothing length through
its mass conservation. These particles are still followed in
their Lagrangian motion, but the number of dimensions of
the problem is reduced by one thanks to the shallow water
modelling. Further, the flow is considered as incompressible
and time steps can then be much wider than in standard
SPH. Finally, to preserve the explicit nature of the SPH
scheme a Newton-Raphson scheme is applied to enforce the
link between interpolation kernel extension, water depth and
particle mass.

The two- and three-dimensional versions of the shallow
water SPH model have first been implemented following the

mentioned literature. And the test cases proposed in [5] and
[2] have been reproduced, namely a 2D dam break on a slope
and a 3D cylindrical patch of water.

Then the model has been applied to more complex flows.
However, in three dimensions the model accuracy is degraded
by the formation of anisotropic repartitions of particles. It is
especially the case when the flow evolves mainly in one direc-
tion, e.g. a 3D dam break between lateral walls. To tackle this
problem, an elliptic kernel formulation has been derived, so
as to be able to better follow the flow evolution. Nonetheless,
numerical difficulties have arisen on complex 3D cases, due
to the stretching of particle kernels when the water depth is
decreasing, as it is the case when the flow is wetting the coast.
A particle redistribution procedure has thus been implemented,
allowing for periodically change the particle mass distribution
so as to recover a more regular space occupation of the
wetted domain. With these tools, the obtained formulation is
robust and able to simulate complex situations, such as a flow
invading a coast of complex 3D shape, or the flow past an
island. Good comparisons are obtained against experimental
and high-order Boussinesq model results.

II. PHYSICAL MODEL

In the present paper, the shallow water equations are mod-
elled. In conservative form they read

∂h

∂t
+ div(hv) = 0

∂hv
∂t

+ ∇ · (hv ⊗ v +
gh2

2
I) = −gh(grad(b) + Sf )

(1)
wherev is the velocity,h ≥ 0 indicates the water depth, g is

the acceleration due to gravity, b is the bottom elevation, and
Sf is the friction defined by

Sf =
n2v ‖v‖

h4/3
(2)

in which n denotes Manning’s roughness coefficient.
We can rewrite the previous system of equations in the

following form

Lv(φ) + div(F (x, t, φ)) = S (3)
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Abstract— Several points about wall boundary conditions in in-
compressible SPH(ISPH) method are discussed here. With the aid
of kernel normalization, the vortex spindown case is successfully
simulated. The difficulties in the simulation of Taylor-Green
vortices are discussed. Remeshing is used to overcome these
difficulties. However, for the remeshing method, the artificial
diffusion can be a problem. And the free surface definition would
not be obtained.

I. INTRODUCTION

The weakly compressible SPH (WCSPH) method is widely
used in the flow simulations. However, for WCSPH, the
pressure field strongly depends on a state equation, which
introduces large pressure fluctuations. Moreover, to satisfy the
CFL time-step constraint, with a sound speed in the CFL
number expression, the time step is limited to a very small
value. Compressibility causes the sound wave reflection at
the boundaries. All these drawbacks make an incompressible
algorithm desirable to couple the pressure and velocity in SPH.

An approach to modeling free surface, incompressible
flows using a fully Lagrangian technique was proposed by
Koshizuka et al. [4]. In this method, a penalty-like formulation
was employed to adjust the pressure where density variations
occurred. In 1998, Koshizuka et al. [7] presented another in-
compressible method. A pressure Poisson equation was solved
instead of a penalty method with source term proportional to
density variations. In 1999, Cummins et al. [2] applied the
projection method in SPH, which projects the intermediate
velocity fields onto a divergence-free field and a curl-free field
respectively. Shao et al. [6] used an incompressible method,
similar to that in [7], to describe the free surface in dam
breaking case.

An incompressible SPH (ISPH) method is examined here,
based on the code SPHysics, where the pressure field is
solved by a pressure Poisson equation (PPE), instead of using
the state equation. Similar to other ISPH schemes, the total
computing time is highly reduced because higher time steps
can be handled, and smoother pressure fields are obtained.
The test cases vortex spindown and Taylor-Green vortices are
simulated. With the application of the normalized fifth-order
kernel, the gradient and divergence calculations are discussed
to satisfy the wall boundary demands.

II. INCOMPRESSIBLE SPH

A. Projection Method

The projection presented here employs a first-order Eulerian
time step – higher order schemes are easily implemented.
The particle positions, rn

a , are advected with velocity un
a to

positions r∗a,
~r∗a = ~rn

a + ∆t(~un
a). (1)

An intermediate velocity u∗ is calculated based on the mo-
mentum equation without pressure gradient term,

~u∗ − ~un

∆t
= ν∇2~un + ~Fn. (2)

Solving the Pressure Poison equation(PPE) Eq.3, the pressure
at time n + 1 can be obtained,

∇2pn+1 =
ρ

∆t
∇~u∗. (3)

The velocity at time n + 1, ~un+1 will be obtained from the
modification of ~u∗by the gradient of pn+1. Therefore,

~un+1 = ~u∗ − ∆t

ρ
∇p. (4)

Afterwards, the particle position is advanced in time,

~rn+1
a = ~rn

a + ∆t

(
~un+1

a + ~un
a

2

)
. (5)

B. The Solvability Constraint for Poisson Equations

In the code, the mirror particle boundary condition is used
to achieve homogeneous Neumann boundary conditions for
Poisson equations. The mirror particle wall boundary method
is first proposed in [2]. The application in incompressible SPH
is first presented by Cummins [2].

The homogeneous Neumann boundary conditions are used
for the Poisson equation at the wall. Therefore, a compatible
constraint should be satisfied for the solvability of Eq.3, in a
fully wall-bounded case. This constraint can be deduced from
the integral of the left hand side of Eq.3 in the whole space.

∫

Ω

4PdΩ =
∫

Ω

∇ · (∇P ) dΩ =
∫

∂Ω

∇P · −→n dS = 0 (6)
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Abstract— A constant-density approach, which corrects the
density errors by adjusting the half-time-step velocity with
exact projection, is proposed for the multi-phase SPH method
developed in our previous work (X. Y. Hu and N. A. Adams, An
incompressible multi-phase SPH method. J. Comput. Physics,
227:264-278, 2007). As no prescribed reference pressure is
required, the present approach introduces smaller numerical
dissipations and, for the first time, allows to simulating flows
with large density ratios by a projection SPH method. Nu-
merical examples for Taylor-Green flow, capillary waves and
for Rayleigh-Taylor instability are presented and compared to
theoretical solutions or references from literature.

I. INTRODUCTION

In our previous work [6], an incompressible multi-phase
SPH method is proposed for flows with sharp density and
viscosity interfaces. To handle the problem of accumulating
density error and particle clustering, which can occur to
the projection SPH method [2] [11] [10], a constant-density
constraint has been proposed by correcting the particle position
with an iterative approach. Although numerical experiments
demonstrated that this approach is accurate and efficient,
its convergence behavior of the iterative scheme is difficult
to predict due to the non-linear relation between particle
position and particle density. Another issue with the method
proposed in [6] is that for stable solution and good accuracy
an optimal reference pressure, which is superimposed on
the pressure distribution obtained from constant-density and
velocity-divergence free constraints, needs to be chosen and
prescribed.

II. METHOD

In this paper, we propose a new technique for enforcing
the constant-density constraint by correcting the half-time-
step velocity of a particle. Other than non-linear iteration,
this velocity is obtained by an one-step correction based on
an exact projection approach. Since only a linear system is
involved, the convergence behavior of the iterative scheme
becomes more predictable. With exact projections, no em-
perical reference pressure is required to be superimposed
during the constant-density constraint step, and the reference
pressure for the velocity-divergence-free constraint can be
treated in a simple way. Numerical experiments show that the
present methods to obtain the reference pressure introduces
smaller error and allow to simulating flows with large density
ratios. Since previous time-step criteria based on the reference
pressure in [6] are not applicable, new criteria based on the

predicted density error and the accumulated density error
during previous steps are introduced.

III. NUMERICAL EXAMPLES

The following two-dimensional numerical examples are
provided to validate the proposed incompressible multi-phase
SPH method. For all cases a quintic spline kernel [9] is used
as smoothing function. A constant smoothing length, which
is kept equal to the initial distance between the neighboring
particles, is used for all test cases. The discretizations of vis-
cous force and surface force follow Ref. [5]. As elliptic solver
a diagonally preconditioned GMRES (q) method is used. If
not mentioned otherwise, no-slip wall boundary conditions are
implemented following the approach of Cummins & Rudman
[2].

A. Two-dimensional Taylor-Green flow

The two-dimensional viscous Taylor-Green flow is a peri-
odic array of vortices, where the velocity

u(x, y, t) = −Uebt cos(2πx) sin(2πy)
v(x, y, t) = Uebt sin(2πx) cos(2πy) (1)

is an exact solution of the incompressible Navier-Stokes equa-
tion. b = − 8π2

Re is the decay rate of velocity field. We consider
a case with Re = 100, which has been used to test different
incompressible SPH methods [1] [3] [6]. The computation
setup is the same as that of [6]. The computation is performed
on a domain 0 < x < 1 and 0 < y < 1 with periodic boundary
conditions in both directions. The initial particle velocity is
assigned according to Eq. (1) by setting t = 0 and U = 1.
Same as in [6], the initial particle configuration is taken from
previously stored particle positions (relaxed configuration). In
order to study the convergence properties the calculation is
carried out with 450, 900, 3600 particles, respectively.

Figure 1 shows calculated positions of particles and vorticity
profile, respectively, at t = 1 with 3600 particles. It can
be observed that the particle distribution is in quite good
agreement with the results of [6] (their Fig. 1). It can be
also observed that a uniform particle distribution without
clustering is produced. The current SPH simulation recovers
the theoretical solution quite well with somewhat larger errors
in regions close to the centers of vortex cells. Fig. 2a shows
the calculated decay of the maximum velocity of the flow with
different resolutions. It can be observed that for low resolution
results, the predicted Reynolds number is slightly smaller than
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Abstract— Inflow and outflow boundary conditons are essential
for the application of computational fluid dynamics to many
engineering scenarios. In this paper we present a new approach
to the Smoothed Particle Hydrodynamics (SPH) simulation
of flow through inlet and outlet boundaries. Each permeable
boundary is associated with an inflow or outflow zone out-
side the domain, in which particles are created or removed
as required. The analytic boundary condition is applied by
prescribing the appropriate variables for particles in an inflow
or outflow zone, and extrapolating other variables from within
the domain. Non-reflecting boundary conditions, described in the
literature for mesh-based methods, can be implemented within
this framework. Results are presented for simple one-dimensional
flows, quasi-one-dimensional compressible nozzle flow, and two-
dimensional nearly incompressible flow around a cylinder at
Reynolds numbers of 40 and 100. Computed velocity fields in
all cases are in good agreement with analytical results or results
from conventional computational methods. However, pressure
distribution on the cylinder surface has significant errors. The
different wake structures for flow about the cylinder are correctly
predicted. Furthermore, the cylinder flow is successfully modelled
with a non-uniform particle distribution to reduce computational
cost.

I. I NTRODUCTION

In many important questions in engineering fluid dynamics,
the flow field extends over a very large spatial domain, but
the phenomena of interest are restricted to a relatively small
region. Examples include external aerodynamics (where the
local flow is governed by conditions in the notional “free
stream”), turbomachinery, pipes and channels, and blood flow.
These problems can be simulated successfully if the compu-
tational model is restricted to a small domain of interest, with
boundary conditions that provide reasonable models for the
interaction of fluid in the domain with fluid in the exterior
surroundings. In particular, boundary conditions must allow
fluid to enter and leave the local computational domain. This
approach is well established in Eulerian mesh-based methods.

However, the use of a Lagrangian frame of reference places
Smoothed Particle Hydrodynamics (SPH) at a disadvantage.
The Eulerian frame of reference naturally describes a sta-
tionary spatial region with inflow and outflow of fluid, while
the Lagrangian reference frame follows fluid particles which
may spend only a short time traversing the spatial region of
interest. Flow into and out of a domain can be modelled in
SPH with spatial periodicity, but this is accurate only for
very special cases, and its use even as an approximation is

severely restricted. Furthermore, periodic boundaries cause
particle distributions to be recycled through the domain, so
that a perturbed particle distribution may degrade without limit
over time. While SPH has been successful in the modelling
of unbounded (e.g. astrophysical) processes and wall-bounded
unsteady flows (e.g. dam-break and wavemaker flows), it has
not been widely used for problems with inflow and outflow. To
extend the scope of SPH to a wider range of engineering flows,
it is essential to incorporate inflow and outflow boundaries.

This paper presents a method for physically accurate im-
plementation of inflow and outflow boundaries in SPH. The
method incorporates a framework for the insertion of new
particles at an inflow boundary and the removal of particles
at an outflow boundary, while ensuring that appropriate math-
ematical boundary conditions are enforced. Following some
background material in sections II and III, this framework is
described in section IV, and results are shown for a simple
1D wave propagation problem. In section V, a non-reflecting
boundary condition due to Giles [1] is described, and its im-
plementation in the new SPH framework is shown. In section
VI, results are presented for the new boundary conditions for
compressible flow through a quasi-one-dimensional nozzle and
for flow around a cylinder at Reynolds numbers of 40 and 100.

II. D ISCRETISATION

Throughout this paper, the standard SPH formulations given
below in (1–3) are used to discretise the Euler and Navier-
Stokes equations. These discretisations are reviewed in detail
by Monaghan [2] and others.

Dρa

Dt
= ρa

∑
b

(ua − ub) · ∇̃W̃ab
mb

ρb
(1)

Dua

Dt
= −

∑
b

mb

(
pa

ρ2
a

+
pb

ρ2
b

+ Πab + Rab

)
· ∇̃W̃ab(2)

Dea

Dt
=

1

2

∑
b

mb

(
pa

ρ2
a

+
pb

ρ2
b

)
(ua − ub) · ∇̃W̃abmb(3)

Herep is pressure,ρ is density,u is velocity ande is internal
energy. This system is closed by the ideal gas equation of
state.Wab denotes a kernel functionW (r, h) evaluated with
r = |xa − xb|, the distance from particlea to particleb. h is
the smoothing length. Throughout this paper, the cubic spline
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Abstract— This work sheds lights on the application of the SPH
method to simulate a flow in a cavity driven by a moving top
lid. The considered problem is a good benchmark to experience
lots of aspects of SPH, main actors in the numerical simulations
being the used boundary conditions and the numerical techniques
to introduce viscous and turbulent stresses in the simulated
momentum equations. The work presents simulations up to
Re=1000.

I. THE LID DRIVEN CAVITY FLOW

The driven cavity problem at hand is that introduced by Ghia
et al. [3], and consists of fluid in a square cavity with top lid
moving at velocity Ulid, as sketched by Figure 1. This problem
has been recently considered as test case for SPH models by
SPHERIC. The Reynolds number of the driven flow is defined
as Re=UlidL/ν. By varying Re, different shapes and features
of the generated vortex result, and additional vortexes at the
bottom angles and at the top left angle may appear. We here
refer to results of the work of Ghia et al. [3] as a reference to
compare velocity profiles and the shapes of the driven vortex
obtained with SPH. These reference numerical simulations
assumed no slip conditions at the three cavity boundaries,
while results for the horizontal and vertical components of
the velocity vector v (U and V respectively) were referred to
the vertical and the horizontal sections trough the geometric
center Cc of the cavity. The center of the main central vortex
Cv generally does not coincide with Cc.

II. DETAILS OF THE USED SPH CODE

All the performed numerical simulations have been carried
out considering a square cavity with side L=1.0 m, velocity of
the top lid Ulid=1.0 m/s, and density of the fluid in the cavity
ρ=1 Kg/m3. Thus, different Re numbers have been obtained
by varying the fluid viscosity µ.
The fluid in the cavity has been considered weakly compress-
ible, the pressure P varying as a function of density variation
ρ according to the equation of state (Batchelor, [1]):

P =
c2
sρo

γ

[(
ρ

ρo

)γ

− 1
]

(1)

with γ=7. In this work, the speed of sound was set to c=10.0
m/s, which is ten times the maximum speed in the cavity. The
fluid has been modelled using 40x40 particles initially placed
in a lattice of square cells with cell size inh=0.025 m. We
used a constant smoothing length approach, with h=1.3inh.

Continuity and momentum SPH equations are the classic
ones introduced by the milestone work of Monaghan [4].
In particular, the momentum equation written in the SPH
formalism reads:

dvi

dt
= −

N∑

j=1

mj

(
pi

ρ2
i

+
pj

ρ2
j

+ Πij

)
∇iWij (2)

where the term Πij introduces the fluid viscosity. We
considered the formulation proposed by Monaghan ( [5], [6]),
which reads:

Πij = −Kυsigvij · rij

ρ̄ij |rij | (3)

where vij = vi − vj , with similar notation for rij , ρ̄ij is
the average density of particles i and j, υsig = ci + cj , ci

being the speed of sound of particle i. In the continuum limit
this viscous term is equivalent to a shear viscosity (in this
study the fluid is weakly compressible thus the bulk viscosity
is negligible) and its value, using the cubic spline kernel, is:

ν=
15
112

Kυsigh (4)

Therefore, given the value of the kinematic viscosity ν and
the resolution length h, the constant K is determined. The
advantage of (3) is that it guarantees both linear and angular

Fig. 1. Sketch of the driven cavity problem
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Abstract— SPH was used to simulated forced, wall-bounded 2D
turbulence in a square box. Initial results using the Cubic Spline
kernel found significant particle disorder and clumping, which
contributed to a large excess of kinetic energy at the smaller
length scales of the simulation. This excess in turn caused a large
increase in the viscous dissipation at these scales. Possibly related
to this, but not proven to be, is the fact that kinetic energy does
not build up at the longest wavelength, contrary to theoretical
predictions and published experiments. The particle clumping
was found to be caused by the tendency of particles to separate
themselves at a distance equal to the location of the kernel’s
spline point. Using a modified Cubic Spline with the spline point
set to the initial particle spacing eliminated all clumping, but
had the disadvantage of decreasing the falloff of the kernel’s
Fourier transform. The use of the Wendland kernel gave the
best results, also eliminating particle clumping while having a
faster Fourier transform falloff than the Modified Cubic Spline.
However, even this kernel did not eliminate the excess kinetic
energy at small scales or the lack of kinetic energy buildup at
larger scales. Finally, a global measure of simulation accuracy is
proposed based on the homogeneous nature of the turbulence.

I. I NTRODUCTION

As a benchmarking application for SPH, two-dimensional,
isotropic, homogeneous turbulence has a number of advantages
and one rather large disadvantage. Thanks to the chaotic and
highly non-linear nature of turbulence, it is a challenging
simulation for any numerical method and for SPH in particular.
SPH can be sensitive to particle disorder, something which
turbulence is excellent at producing. The method also tends
to suffer from excess numerical dissipation, which could
disrupt the link that exists in 2D turbulence between the small
dissipative scales and the large scale energetic motions of the
fluid.

At the same time, while the turbulence is difficult to
simulate, it provides many interesting avenues to probe what is
happening in the simulation. For continually forced turbulence,
where the particle dynamics are homogeneous and isotropic,
spatial and temporal averages, autocorrelations and other sta-
tistical tools can be used and compared with the significant
numerical, theoretical and experimental work on the subject of
turbulence. But perhaps the most dominant form of analysis
used in this subject would have to be the use of the Fourier
transform to separate and compare the large range of turbulent
length scales. This too is only useful for spatial homogeneous

flows, and could provide new insights into SPH simulations.
The chief disadvantage of simulating turbulence is of course

the large number of particles needed to fully resolve the wide
range of important length scales. This is mitigated somewhat
by only considering 2D turbulence but is still a problem given
that the forcing scale has to be well removed from the domain
size and the smallest dissipative scale, and that the ratio
between the forcing and smallest length scales is proportional
to Re−0.5 . For this paper we have usedRe ≈ 1400 and
integrated over a time period of 50 secs, which has required
the calculation of 250,000 timesteps using 300x300 particles.

But, thanks to the rapid rise in the use of computer
clusters and multiple CPU desktop computers, a parallel
SPH implementation can overcome these difficulties. Standard
quasi-compressible SPH is a local method and is easily and
efficiently partitioned among multiple processors. Once the
parallel code is written, it scales up extremely well to an
arbitrary number of processors, limited only by the number
of CPUs that are available.

There have been a number of SPH turbulence models pro-
posed in the literature, based on versions of existing turbulence
models (e.g. Monaghan [1], Violeau [2]). Examples of Direct
Numerical Simulations (DNS), where the full range of scales
is modelled, are fewer. Mansour [3] has recently completed a
PhD thesis on SPH turbulence, both modelled using theα-SPH
model and DNS. Our work attempts to investigate questions
raised by this work, as well as extending it to wall-bounded
turbulence.

II. SPH METHOD

This work uses the standard quasi-compressible SPH
method outlined in the 2005 review paper by Monaghan [4].
The viscosity term is calculated using the Monaghan [5] form,
which is based on the dissipative terms used in Riemann
Solvers and conserves linear and angular momentum. The
density for each particle is found by integrating the continuity
equation.

The particle’s position and velocity are integrated using
the Verlet second order method. In order to preserve the
reversibility of the simulation (in the absence of viscosity),
dρ/dt is calculated using the particle’s position and velocity
at the end, rather than the middle, of the timestep.
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Abstract—A flow in a fish passage is modelled with three 
industrial codes based on different numerical approaches: 
SPH, Finite Volumes and Finite Elements. Various turbulent 
closures are used and compared. It appears that significant  
discrepancies exist between the models, in terms of mean 
velocities as well as turbulent kinetic energy predictions. 

I. INTRODUCTION 
Fish passes are more and more used in the context of 

environmental sustainability of large river dams. They allow 
fish migration despite the presence of large river structures. 
The design of such a device requires the knowledge of the 
spatial distribution of the mean flow but also of turbulent 
kinetic energy (TKE). A particular type of fish passage, 
namely “vertical slot fish passes”, will be considered in this 
paper as a benchmark for codes based on various numerical 
approaches. For the CFD modeller point of view, the interest 
of this type of flow is the complexity of Reynolds-averaged 
velocity distribution, subject to a high rate-of-strain and 
mean vorticity. It is not obvious that traditional turbulent 
closure models are capable of reproducing this complexity 
with a satisfactory agreement. The results of three codes 
based on various numerical techniques (SPH, Finite 
Volumes, Finite Elements) will be presented here, focusing 
on the effect of turbulent closure on the quality of 
predictions. 

II. PHYSICS OF THE PROBLEM 
A.  The vertical slot fish passage 

The fish pass considered here is visible on figure 1. It 
consists of series of pools separated by vertical slots 
allowing fish to swim against the current from one box to the 
next. The walls are designed in order to ensure a rest area in 
each pool. The exact geometry of a pool is presented on 
figure 2. The considered slope of the bed is 1/10th, and the 
flow rate is 0.736 m3/s. 

It is seen that the configuration of the walls lead to a 
strong turbulent jet immediately past the slot, then making 
large clockwise and counter-clockwise recirculation patterns. 

Not only the prediction of the mean flow is important for the 
design of such a water work, but also is capital the correct 
prediction of the spatial distribution of TKE, which is 
expected to stay under a certain limit in the rest area. 

To the first approximation, the flow can be considered as 
steady, two-dimensional and periodic in the x–direction (see 
figure 2). However, the first two assumptions may be subject 
to discussion. Experimental observations have pointed out 
some possible instabilities in the motion of the jet. Besides, it 
has been known for a long time by turbulence modellers that 
the turbulent structure of such a complex flow cannot be 
strictly two-dimensional. Thus, the numerical models 
presented below will be mainly 2-D, but a 3-D case will also 
be investigated for a better prediction. In all 2-D approaches, 
the 3-D flow rate and the water depth mentioned above lead 
to a 2-D flow rate of 0.657 m2/s. 

  
  

 

Figure 1.  Global view of a vertical slot fish passage. 
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Abstract - In the conventional SPH method, the time-
dependent partial differential equations which describe 
conservation of mass, momentum and energy, and which 
together with a constitutive equation describe the motion of a 
continuum, are semi-discretised using kernel interpolation.  
These can be divided into two main groups namely 
variationally based and strong form based derivations.  
However, the resulting equations are not the usual form of the 
discretised SPH equation often found in literature [Libersky, 
Petschek, Carney, Hipp and Firooz (1993), Morris (1995), 
Richard and Papaloizou (1994)].  In order to ensure that the 
semi-discretised equations maintain conservation properties 
locally additional terms are introduced into the conservation of 
mass equation and the conservation of linear momentum 
equation.  These changes of the conservation equations were 
performed with variable rigor.   

The process of SPH discretisation of conservation equations is 
revisited in this paper with the intention to provide 
interpretation of the terms introduced to provide Galilean 
invariance and improve the rigor of the process.  In the present 
study the conservation equations are derived in a moving 
coordinate frame (for a moving control volume) following the 
same steps as in  the conventional SPH method.  The time-
dependent partial differential equations are semi-discretised to 
a time dependent ordinary differential equations using the 
following steps:   

• multiplying both sides of the equation with a kernel 
function; 

• integrating all the products over the entire domain; 

• linearising the integrals if needed; 

• Integrating each term using the technique of integration 
by parts, this operation moves spatial derivatives from 
operating on the field variables to operating on the 
interpolation kernel; 

• disregarding boundary terms , and 

• converting all the integrals into a summation over a set of 
discrete particles. 

1. THE CONVENTIONAL SPH METHOD  

A. Kernel Approximation   
The SPH method is based on the kernel interpolation 

which in its discrete form uses randomly distributed 
interpolation points, with no fixed connectivity, to 
approximate field variables and their spatial derivatives.  In 
SPH, spatial derivatives are calculated by analytical 
differentiation of kernel function.  To illustrate this consider 
a continuum represented by a set of interacting particles. 
(Fig. 1)  

 

I 

S
Ω
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Figure 1.  Kernel support and neighbouring particles in the discrete kernel 
interpolation. 

Each particle I interacts with all other particles J that are 
within a given distance (equal to 2h in the case of a B-spline 
kernel) from it. Parameter h (the smoothing length) 
determines the spatial resolution of the calculations.  The 
interaction between I and J is weighted by the smoothing (or 
kernel) function ( ' , )W −x x h .  Using this principle, the 
value of a continuous function can be approximated at any 
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Abstract— Despite its recent attractivity in many fields of the
numerical simulation, the numerical method SPH still faces some
major challenges which restrict its use in real applications.
Among these drawbacks, boundary conditions are the most
obvious. Considering free surface flow simulation, the point of
view adopted in this paper is that most of these difficulties
(stability, accuracy, boundary conditions) can be overcome by
a shift in the flow description. The standard SPH method is built
on the non conservative form of the Euler equations written in
a pure lagrangian frame. Following previous work from Vila,
an Arbitrary Lagrange Euler (ALE) description together with a
weak form of the Euler equations are chosen. This leads to an
hybrid method directly linked to the finite volumes method. It
is then possible to introduce finite volumes flux schemes into the
hybrid method, in particular upwind schemes like the Godunov
scheme. This brings a major improvement to the stability of
the method. A second order scheme similar to the well-known
MUSCL scheme of Van Leer is set to reduce numerical diffusion
and improve accuracy. Finally, the volumic upwind scheme is
extended to boundaries treatment through the introduction of
boundary fluxes and partial Riemann problems. The viability of
this hybrid method is proved on several test cases representative
of water impacts on solid walls.

I. I NTRODUCTION

The SPH method for the simulation of fluid flows is
usually presented as a whole package, in which the phys-
ical description of the flow and the numerical technique
used for discretization are given. In practice, inviscid fluid
flows are described by the system of Euler equations in a
pure lagrangian and non conservative form. The system is
closed using a pseudo-compressible state equation for the
fluid, usually the Tait equation. Spatial derivatives are then
numerically approached using the classical kernel then particle
approximations. This is the standard SPH method and it suffers
from several weaknesses, namely the accuracy, the stability
and the correct treatment of boundary conditions.

In order to remedy this, some techniques have been set
up. Stability is treated through a numerical viscosity term
that stabilizes the centered standard SPH scheme. Spatial
accuracy can be improved by correction techniques like renor-
malization or MLSPH. Boundary conditions are more tricky,
and avalaible treatments essentially concern wall boundary
conditions. Among them, the ghost particle method appears
to be the most efficient, but its application in the case of
complicated shaped bodies is not satisfactory.

In this paper we propose an approach which can bring
efficient answers to these questions. It is based on work from
Vila ( [9]). We first change the way the flow is described by
adopting an ALE (Arbitrary Lagrange Euler) point of view.
This facilitates the description of boundary conditions, which
are inherently of eulerian nature. The conservative form of
the Euler equations is then used and the particle approxi-
mation of this system of equations leads to the resolution
of one dimensional Riemann problems between neighbouring
points. The practical numerical discretization is achieved with
Riemann solvers and higher order schemes. Finally, boundary
field values are obtained by solving partial Riemann problems
and boundary fluxes are directly computed and integrated on
boundary surfaces (see also [6]).

II. ALE CONSERVATIVE FORMULATION

The dual description calledAritrary Lagrange Eulercon-
sists in writing the conservation laws, here for an inviscid
flow, in a moving frame of reference, whose velocityv0 can
be chosen arbitrarily. We thus consider the following system
of conservation laws written for a control volumeΩ moving
with speedv0:

d

dt

∣∣∣∣
v0

∫
Ω

Φ dΩ+

∫
S

Φ(v−v0)·n dS =

∫
S

QS ·n dS+

∫
Ω

QV dΩ

(1)
Φ is the vector of conservative variables.S is the boundary
of Ω, n the unit outward normal vector,QS and QV the
surface and volume source terms, respectively.d

dt

∣∣
v0

stands
for a time derivative along the trajectory of the control volume.
Considering that the surface source term can be reduced to the
pressure term, (1) becomes:

L~v0
(Φ) + div(FE(Φ) − v0 Φ) = QV (2)

where L~v0
(Φ) is the transport operator associated with the

transport fieldv0 and FE is the flux vector of the Euler
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Abstract— The Finite Volume Particle Method (FVPM) is a
mesh-free method for fluid dynamics. The method is formulated
from the integral form of the conservation equations, and
particle interactions are described in terms of inter-particle
fluxes. Boundaries can be implemented without the need for
fictitious particles, and the method is conservative. The motion
of the particles can be independent of the fluid velocity.

The advantages of Lagrangian particle motion are numerous,
allowing free-surface and moving boundary problems to be sim-
ulated with relative ease. However, Lagrangian particle motion
in FVPM has been problematic due to the development of highly
non-uniform particle distributions, which affect the accuracy and
robustness of the method.

In this article, a particle velocity correction is proposed which
acts to maintain the uniformity of the moving particle cloud,
regardless of the flow configuration. This is facilitated by FVPM
due to the independence of particle and fluid velocities, in a
similar manner to Arbitrary Lagrangian-Eulerian methods for
mesh-based discretisations. The scheme is assessed for incom-
pressible lid-cavity flow at Reynolds number 1000 (SPHERIC
benchmark 3). In addition, the suitability of the method for
moving boundary problems is demonstrated for incompressible
flow over a moving square cylinder in a fixed rectangular walled
enclosure (SPHERIC benchmark 6).

I. INTRODUCTION

The Finite Volume Particle Method (FVPM) was introduced
by Hietel et al. [5], and subsequently developed by Keck [6],
[7], Teleaga [15], and others. As in SPH, the fluid in FVPM
is represented by particles. However, FVPM differs from SPH
in that interactions between particles are defined in terms of
fluxes. Particle-boundary interactions can also be described
using fluxes, so boundary conditions can be enforced without
the use of fictitious particles. The method is conservative in
a similar manner to traditional finite volume methods. An
interesting feature of the method is that the particle motion
may be chosen arbitrarily, and may be independent of the fluid
velocity.

Moving boundary problems in fluid dynamics represent a
significant challenge for Eulerian mesh-based CFD methods.
Lagrangian motion of the computational nodes is a feature of
mesh-free particle methods that offers the ability to handle
moving boundary problems with relative ease. However, the
use of Lagrangian particle motion means that the particle
distribution is determined entirely by the velocity field. Highly
distorted particle distributions can result in regions of high
flow strain, which invariably leads to a degradation of the

robustness and accuracy of any numerical discretisation. This
has been demonstrated recently in SPH by Colagrossi et al. [3]
in the context of an incompressible moving boundary problem.
In this work, we argue that for incompressible flow in FVPM,
this issue can be worse than the corresponding SPH case, and
that some control needs to be exercised over the motion of
the particles. We propose a particle motion correction, based
on a previous formulation for one-dimensional problems [13],
which maintains the uniformity of the particle distribution.
The resulting FVPM scheme is applied to incompressible flow
problems with and without moving boundaries.

II. THE FINITE VOLUME PARTICLE METHOD

In FVPM, the fluid is represented by a set of N particles. A
particle is defined by a normalised, compactly-supported test
function ψi

ψi (x, t) =
Wi∑N

j=1 Wj

, (1)

where Wi = W (x − xi (t) , h) is a compactly supported
kernel function for particle i, centred at xi, with a compact
support radius 2h. Each particle is associated with a volume
Vi, and a discrete value of any field variable φi:

Vi =
∫

Ω

ψi dx (2)

φi =
1
Vi

∫
Ω

φψi dx, (3)

where  denotes the region coinciding with the particle
support. The FVPM is derived from the integral form of the
governing equations:

∂

∂t

∫
Ω

U dx +
∫

Ω

∇ · F dx = 0. (4)

U is the vector of conserved quantities

U =
(

ρ
ρu

)
, (5)

where ρ is the fluid density, and u is the fluid velocity vector.
F is the flux vector

F =
(

ρuT

ρu ⊗ u + pI − τ

)
, (6)
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Abstract— Few 3-D SPH simulations have been carried out in
Computational Fluid Dynamics (CFD) to our knowledge, mainly
due to prohibitive computational investment since the number of
particles required in 3-D is usually too large to be handled by a
single processor. In this paper, the new parallel version of the SPH
code, Spartacus-3D, is presented. The modifications to the code,
based on a localisation of previously global arrays, combined with
a switch from global to local communications where possible,
leads to a better efficiency of the code and an increase in the
number of particles that can be handled in a simulation. We
have reached 103M particles on 2,048 cores of the UK’s high-
end computer (Cray XT4, HECToR). The parallelisation strategy
is discussed as well as results regarding the speed up of the code.
Two simulations of 3-D channel flow are carried out, the former
in the laminar regime and the latter in the turbulent regime.

I. I NTRODUCTION

The Smoothed Particle Hydrodynamics (SPH) numerical
method has been successfully applied in fluid mechanics to
simulate strongly distorted free surface flows in situations
where classical Eulerian approaches would fail because of
grid steepness. However, 3-D SPH simulations remain costly,
because a large number of particles are necessary in order
to simulate such flows and because of the nature of classical
SPH which requires a homogeneous initial particle distribution
for incompressible flows. In order to handle these problems
while reducing computational time, a parallel 3-D SPH code,
namely Spartacus-3D, was developed in 2006, based on the
MPI library [7]. The fact that most arrays were global in
that version implied that a limited total number of particles
could be handled, the memory required by processors being
over-estimated. Moreover, global communications were com-
pulsary. As a result, performance was good up to a few tens
of cores, depending on the configuration case [7], but that
version of the code was not suitable for massively parallel
computations. The latest version of the code, where the accent
has been put on array localisation, is presented here.
After describing the methodology, some SPH principles and
the numerics used in Spartacus-3D, the parallelisation tech-
nique is explored. The performance of the code is shown on
the UK’s new high-end computing resource (Cray XT4) [9].
The code is then applied to the test case of a 3-D channel
flow at two different Reynolds numbers to simulate a laminar
(Re = 100 based on the bulk velocity) and a turbulent
(Reτ = 180 based on the friction velocity) flow.

II. M ETHODOLOGY

The pseudo-compressible Navier-Stokes equations written
in Lagrangian form for Newtonian fluids and incompressible
and laminar flows read:

du
dt

= −1

ρ
∇p + ∇ · (ν∇u) + Fe,

dρ

dt
= ρ∇ · u (1)

where u is the velocity vector,t the time, ρ the density,p
the pressure,ν the kinematic viscosity, andFe represents an
external force. In addition, ’∇’ and ’∇·’ are the gradient and
divergence operators, respectively.
This system of 4 equations in 3-D (see Eq. 1) is not closed,
becauseu, p and ρ are all unknowns. To close the system,
the pressure is expressed as a function of the density through
the state equation [3], as:

p =
ρ0c

2
0

γ

[(
ρ

ρ0

)γ

− 1

]
(2)

where ρ0 is the reference density,c0 a numerical speed of
sound, andγ a constant coefficient. In order to simulate an
incompressible flow,c0 must be at least ten times larger than
the maximal velocity of the flow. The nearly-incompressible
assumption used here implies that the Mach numberM has
to be less than0.1. Consequently, the relative variation of
density, which scales asM2, is less than1%. Through Eq. 2,
it follows that the pressure automatically goes to zero when
the density equals the reference density, which is a necessary
condition for free-surface flows.
A particle’s position is updated at each temporal iteration by
the following integration:

dr
dt

= u. (3)

Equations 1, 2 and 3 are discretised explicitly in time (first
order) and the SPH approach is used to perform the spatial
discretisation.
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Abstract— This paper provides computing performance of the 
massively parallel SPH code Spartacus-3D in terms of speed-
up on a Blue-Gene L machine as well as first validations of the 
code. An example of 3-D lagrangian visualization with pv-
meshless is also given, opening to the near future real 
applications of Spartacus-3D in coastal and river engineering. 
A first attempt to simulate an industrial environmental case, a 
breaking wave impacting an off-shore wind turbine, will 
probably be introduced during the workshop. 

I. 

II. 

A. 

• 
• 

• 

• 

• 

INTRODUCTION 
At EDF R&D, SPH aims at improving the design of 

coastal protections of power plants or optimizing the 
geometry of environmental river structures such as dam 
spillways, fish passes, etc. For this purpose, a 3-D SPH code, 
Spartacus-3D, has been developed since 1999. However, real 
applications of 3-D SPH is still an issue, mainly because of 
heavy CPU time requirements. Consequently, an SPH code 
needs to be massively parallelized in order to be used for 
most industrial applications. Another issue is post-
processing: on one hand, the post-processor has to efficiently 
handle large amount of data and, on the other hand, has to be 
powerful enough for visualizing complex 3-D Lagrangian 
simulations in a clear manner. This question is now partially 
answered by pv-meshless, developed by CSCS from the 
Paraview open-source code.  

In this paper, the parallelization technique implemented 
in the last version of Spartacus-3D is briefly presented. It 
consists in an improved algorithm than the one described in 
[5]. First values of speed-up of Spartacus-3D on a Blue-Gene 
L machine will be shown as well as validations of the code 
and first pv-meshless outputs. The question of pre-
processing for complex industrial flows will also be raised. 

PARALLELISM 

 Description of the needs 
Applications of 3-D SPH could be numerous in the 

context of environmental flows (see figure 1). As far as EDF 
(Electricité de France) is concerned, one should mention: 

Breaking waves and submersion problems in general; 
Flows over dam spillways, fish passages and other 
river waterworks; 
Design of sea defence for the protection of power 
plants against flooding; 
Design of offshore facilities such as offshore wind 
turbines, marine current turbines, etc. 
Release and intake waterworks of coastal power 
plants, and transport of material by the currents and 
waves in their vicinity; 

Modelling such flows with Eulerian methods is rather 
difficult, in some cases impossible, due to the complex 
adaptative mesh required. On the contrary, the development 
of SPH for free-surface flows [1] makes it easier, due to the 
capability of this method to model highly distorted free-
surfaces together with multiphase flow and fluid-structure 
interactions. However, simulating industrial flows such as 
those presented on figure 1 would require several million  
particles in order to represent most complex features of the 
flows. For instance, the case of a flow over the spillway of 
figure 1 would need between 5 and 50 million particles. 
Moreover, when using weakly compressible SPH, small time 
steps are necessary. Computing times on a single processor 
will hence make real applications impossible. Considering 
the spillway of figure 1, a simulation corresponding to one 
minute of physical time would require 25 years of computing 

 
121



 

High performance computing 3D SPH model:      
Sphere impacting the free-surface of water 

Pierre Maruzewski 
Ecole Polytechnique fédérale de Lausanne 

EPFL – STI - LMH 
Lausanne, Switzerland 

pierre.maruzewski@epfl.ch 

David Le Touzé 
Ecole Centrale de Nantes 

ECN 
Nantes, France 

david.letouze@ec-nantes.fr 

 

Guillaume Oger 
HydrOcean 

Nantes, France 
guillaume.oger@hydrocean.fr 

 
 

John Biddisccombe 
Swiss National Supercomputing Centre 

CSCS 
Manno, Switzerland 

john.biddiscombe@cscs.ch 
 
 
 

Abstract—In this work, an analysis based on a three-
dimensional parallelized SPH model developed by ECN and 
applied to free surface impact simulations is presented.  The 
aim of this work is to show that SPH simulations can be 
performed on huge computer as EPFL IBM Blue Gene/L with 
8’192 cores.  This paper presents improvements concerning 
namely the memory consumption, which remains quite subtle 
because of the variable-H scheme constraints.  These 
improvements have made possible the simulation of test cases 
involving hundreds of millions particles computed by using 
more than thousand cores. This is illustrated in the paper on a 
water entry problem, namely on a test case involving a sphere 
impacting the free surface at high velocity. In the first part, a 
scalability study using from 124’517 particles to 124’105’571 
particles is realized. In the second part, a complete simulation 
of a sphere impacting the free surface of water is done with 
1’235’279 particles. A convergence study is achieved on 
pressure signals recorded by probes located on the sphere 
surface. Furthermore, ParaView-meshless developed by CSCS, 
is used to show the pressure field and the effect of impact. 

  

I. INTRODUCTION  
Smoothed Particle Hydrodynamic method is well suited 

to model complex free surface problems of fast dynamics 
such as the water entry of 3D objects of complex geometry. 
With respect to classical Level-Set or VOF interface 
tracking, the free surface remains always precisely described 
by the particles in their Lagrangian motion with no need for 
adapting a mesh. Presently, most of the models present in the 
free surface SPH related literature are two-dimensional, and 
thus do not really suffer from high computational cost 

difficulties. But actual engineering applications are indeed 
three-dimensional, which dramatically increases the 
computational cost, and finally limits the use of the SPH 
method. Millions of particles and an efficient parallelization 
are then required. In this context, being an explicit method, 
SPH presents the other asset of a rather straightforward 
parallelization with respect to classical Finite Difference 
Method, Finite Volume Method or Finite Element Method 
used in Computational Fluid Dynamics. Ecole Centrale de 
Nantes decided to develop a parallelized model. This latter is 
tested on the Cray XD1 cluster with 32 cores [1]. 
Furthermore, Sbalzarini has developed a highly efficient 
parallel particle-mesh library which provides a 
computational tool for mesh-based method [2]. Finally, 
Ecole Polytechnique Fédérale de Lausanne has shown that 
SPH parallel simulation is available on High Performance 
Computing machine like an IBM Blue Gene/L with 8’192 
cores [3]. 

 

II. SPH SOLVER 

A.  Method 
The SoPHy-N model [1], developed by Ecole Centrale de 

Nantes, relies on renormalization kernel method and 
implementation of an exact Riemann solver with Godunov 
numerical scheme as described by Vila et al [4]. The latter 
presents various advantages such as avoiding artificial 
viscosity required in standard SPH, decreasing numerical 
dissipations and increasing stability, in a way inspired from 
compressible finite-difference and finite-volume schemes. 
Boundary conditions are imposed using ghost particles. 
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Abstract— Non newtonian mud flows are simulated including
the Bingham model in SPH. A smooth switch is used to connect
the mechanic fluid behaviour of the yielded (where deformation
occurs) and un–yielded (no deformation) regions.

I. I NTRODUCTION

In the present work the capability of SPH to model non-
newtonian mud flows is analyzed and tested. These kind of
fluids consist in solid grains immersed into a water matrix; it
is possible to say that from a certain concentration of solid
grains into the mixture they behave like non Newtonian fluids
[5]. For these fluids the Bingham model seems to be one of
the best to represent the viscoplastic behaviour [6] in which
no deformation takes place until a certain stress is applied,
as extensively reported in literature [1]. In the present work
a particular kind of Bingham viscosity model is used. In
order to avoid the discontinuity between the yielded and the
unyielded regions, a smooth switch is introduced, giving a
higher viscosity for low shear stresses values. In literature
these kinds of constitutive equations are known as biviscosity
models [2]. A two dimensional annular viscometer test is
used in order to carry on the steady flow analysis and to set
the parameters necessary to give a correct evaluation of the
viscosity field, following the analytical solutions calculated
for this particular model implemented and comparing it with
other non-newtonian and newtonian models. Then an unsteady
flow analysis is presented consisting in a dam break flow of
a mixture of kaoline and water, with different percentage of
solid grains following the experimental results of Komatina D.
and Jovanovic M. [5].

II. GOVERNING EQUATIONS

In order to model a Bingham fluid flow we have to refer to
the constitutive equation of a generalized newtonian fluid, it
differs from a newtonian one in the way that the shear stress
τ depends upon the shear rate tensor (i.e. the gradient of the
velocity field) at a particular time:

D =
1
2

(∇u+∇tu
)

(1)

whereD hasthe form shown below:

D =




∂u
∂x

1
2

(
∂u
∂y + ∂v

∂x

)

1
2

(
∂u
∂y + ∂v

∂x

)
∂v
∂y


 (2)

Usuallythis tensor is used in the formulation of the viscosity
field in the form of its second invariant:

|D| =
√

D : D =
√∑

ij

DijDij (3)

The constitutive law for the generalized newtonian fluids is
thus of the following form:

τ = µ (|D|)D (4)

in which the relation between viscosity and the second
invariant of the shear rate tensor is specified .
In the presence of classical newtonian fluids this relation
becomes:

τ = 2µD (5)

The Bingham plastic behavior is represented by the presence
of a critical yield stress under which no deformation takes
place. Above this level viscosity depends upon the second
invariant of the shear rate tensor, as usual for the general-
ized newtonian fluids, and the yield stress. The constitutive
equations are the following:

|τ | ≤ τy ⇔ D = 0 (6)

|τ | > τy ⇔ τ =
(

τy

|D| + 2µ

)
D (7)

In this work we propose a slightly different Bingham model
that is present in literature with the name of ”bi-viscosity
model” [2]. The main difference between this kind of model
and the classical Bingham one is that in the un-yielded region
a greater viscosity is given to the fluid, instead of having no
deformation at all.

|D| ≤ τy

2αµ
⇔ τ = 2αµD (8)

|D| > τy

2αµ
⇔ τ =

(
τy

|D| + 2µ

)
D (9)

In (8) and (9) are reported the expression of the stress tensor
in the un-yielded and in the yielded regions, whereµ is the
classical dynamic viscosity andα is a coefficient that gives
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Abstract— An SPH model of granular material is described.
The model replaces standard SPH particles by small molecules
each of which moves as a rigid body. We simulate dry granular
materials forming piles and show that they have an angle of
repose similar to that in nature. We simulate an avalanche by
placing the molecules on a steep hillside and show that the
avalanche runs onto a horizontal plane and eventually comes
to rest. Finally, we simulate dambreaks using a mixture of
granular and liquid SPH particles. The effective viscosity of the
mixture increases as the concentration of the granular materials
increases. The increase is small for a concentration less than 0.5
but increases very rapidly for concentrations above this. These
results are similar to those for a Bingham rheology.

I. INTRODUCTION

This paper is concerned with the simulation of problems
involving granular material or powders combined with fluids.
They include geophysical phenomena such as mud flows and
submarine landslides, and industrial phenomena such as the
flow of chocolate or bitumen. The combination of a granular
material and a fluid results in a material with a non-linear
rheology. The rheology may be time dependent when the
granular material breaks up, or when it becomes heated, or
when the random motion of the grains alters.

In some cases the rheology can be approximated by that of
Bingham, Close, and Herschel-Bulkley. The simulation prob-
lem then reduces to integrating the Navier-Stokes equations
with a non linear viscous term. In the case of the Bingham
and Herschel-Bulkley rheologies this has been carried out by
Vola et al. (2004) using a Characteristic Galerkin method with
a finite element decomposition, and in the case of SPH by
Shalo and Lo (2003) and Hosseini et al. (2006).

The situation with many geophysical materials is much less
satisfactory because the rheology is not known. In this paper
we consider a more general approach where the effects of
the grains or powder is modelled by a much smaller number
of SPH particles which behave like rigid bodies which we
call molecules. The molecules consist of a small number of
particles, typically 5. The interaction between each of the
molecules, and between the molecules and the fluid must be
modelled and we do this by using simple forces. This aspect
of our method is similar to molecular dynamics or the discrete
element method (DEM). The advantage of our method is that
we can explore very complicated systems involving many
different types of grains and fluids and, because we use SPH
we can, in principle, find the equivalent continuum equations
by taking the continuum limit of the SPH equations.

II. THE TYPES OF MOLECULES

Fig. 1. Two examples of the molecules we use. Each filled circle
marks the site of a particle of the molecule.

In Fig.1 we show two examples of the molecules we used
for our two dimensional simulations. Each filled black circle in
figure 1 indicates a particle of the molecule, and is the site of a
force which acts on particles whether from another molecule,
a liquid SPH particle or a boundary force particle. The black
lines in figure 1 (called legs in the following) emphasize the
geometry. A molecule moves as a rigid body according to the
total force and torque exerted on the particles of the molecule.
The force/mass f jk exerted by a particle k of a molecule on
a particle j of another molecule, boundary particle or fluid
particle, is radial and has the form

Fig. 2. A pile of granular material modelled by rectangles. Note the
corrugated base and the fact that some molecules have fallen into the
corrugations.
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Abstract— During the solidification of lava, heat is released by 
radiation from the free surface as well as by conduction into 
the ground from the base, leading to non-uniform 
solidification. The upper solidified layer grows at a faster rate 
than the lower solidified layer. There is no available analytical 
solution for this kind of problem. For this reason a SPH 
thermal model for the cooling of lava was implemented. The 
model was used for the simulation of the cooling of a lava lake 
and a lava flow, for which we propose an evolution law for the 
crust thickness and the surface temperature. We have explored 
the possibility of implementing the SPH model on a graphics 
processing units. 

I. INTRODUCTION 
The numerical simulation of lava cooling raises the need 

to address the phase change problem in arbitrary geometry 
with many fronts of solidification and nonlinear Neuman 
condition (radiative losses). The simulation of such systems 
can sometimes present difficulties for finite element methods 
(FEM): the simplest way to deal with the phase change phase 
with FEM is to introduce an effective specific heat that 
shows a peak around the temperature of phase change; when 
the different solidification fronts connect themselves, as in 
the case of lava, this method is unable to provide the position 
of the front and a proper temperature profile around the 
front. Following the work of Monaghan et al. [1], a SPH 
model was implemented for the resolution of this type of 
problems. The SPH method presents the important advantage 
to take into account implicitly the evolution of solidification 
fronts and therefore they not require any specific treatment, 
whatever their shape and their number. We applied our 
model on two problems: the cooling of a lava lake and the 
cooling of a lava flow. The results obtained were compared 
to those obtained with finite elements and, in the case of the 
lava lake, to a semi analytical solution given by Manglick 
[2], demonstrating the superiority both in terms of resolution 
and ease of implementation of the SPH method. The next 
step will be to introduce the motion equation coupled to the 
thermal model. However, in this case the capability of 
calculation becomes a determinant factor. For this reason, we 
have explored the possibility of implementing the SPH 
model on a graphics processing units (GPUs), which is a 

cheap non-specialized GRAPE [6]. SPH applications are 
well suited to GPUs, due to their extensive computational 
requirements, and because they lend themselves to parallel 
processing implementations. Modern GPUs contain 
hundreds of arithmetic units and can be harnessed to provide 
tremendous acceleration for many numerically intensive 
scientific applications. The increased flexibility of the most 
recent generation of GPU hardware combined with high 
level GPU programming languages have unlocked this 
computational power and made it much more accessible to 
computational scientists. NVidia released on 2007 the first 
software development kit (SDK) for genéeral purpose 
graphics processing units in order to facilitate the scientific 
calculation on GPU. We implemented our SPH model on a 
NVidia GeoForce 8800. The results obtained on a 3D test 
case will be shown in terms of speed up performance. 

II. SPH COOLING MODEL OF A LAVA FLOW 

A. Notations 
Throughout this paper we will use the following 

notations: 

- T absolute temperature, Tg ground temperature, Text 
external temperature, Ts phase change temperature; 

- m mass, ρ density, cp heat capacity per unit mass at 
constant pressure, κ coefficient of thermal conductivity, L 
latent heat of solidification, Ts temperature of 
solidification, kb the Stefan-Boltzmann constant and ε 
emissivity; 

- the properties of the liquid phase will be noted with the 
subscript ‘l’ , while those of the solid phase with the 
subscript ‘s’;  

- the vectors are noted in bold; 

- the particles are identified by Greek subscripts; 

- r distance from origin, rαβ = rα - rβ 

- h smoothing length, W(r,h) smoothing kernel and F 
scalar function defined by 

   
r
!"

F(r
!"

, h) = #
!
W (r

!"
, h) ; 
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Abstract— Damage by fracture under high-speed impact is a 
dominant mode of failure in many industries. Numerical 
modelling can play a crucial role in understanding and 
predicting complex fracture processes. The commonly used 
mesh-based Finite Element Method has difficulties in 
accurately modelling the high deformation and disintegration 
associated with fracture, as this often distorts the mesh. Here 
we use Smoothed Particle Hydrodynamics (SPH) to study the 
brittle fracture of a 3D thin plate during impact by a high-
speed projectile. The transient stress field and the resulting 
damage evolution are investigated. SPH predictions of the 
fracture patterns and the distribution of fragments are found 
to be physically sensible.  

I. INTRODUCTION 
Fracture and fragmentation are governed by multiple 

physical processes involving different time and length scales. 
The sources of fracture are micro and macro voids, micro-
structural defects, and initial flaws. Numerical fracture 
models can potentially predict both small and large scale 
fracturing events, ranging from breakage in mills [1] to the 
formation of impact craters [2]. Modelling breakage in 
granular flows is useful in optimising the design and setting 
operating parameters in mills to enhance mill efficiency and 
achieve desired product quality [1]. 

In the past, approaches for studying fracture have been 
heavily dependent on empirical relations based on laboratory 
scale experimental data [3]. For large scale impact problems, 
the extrapolation of this data using a scaling law is not 
always reliable [4]. As a result, the empirical models do not 
often perform well outside the regimes of the original 
experiments. Numerical fracture models, based on well-
reasoned physical models, can potentially provide effective 
solutions for predicting large scale fracturing events, such as 
explosions in mines [5], the formation of impact craters [2]. 
Furthermore, the assessment of damage initiation and 
progression can be rapidly and easily performed for a wide 
range of problem parameters, such as geometry, loading, 
initial defect characteristics and distribution, which will 
extend beyond the scope of experiments. Effective damage 

modelling techniques in conjunction with efficient numerical 
methods have strong potential for increasing our 
understanding of fundamentals of breakage and for providing 
practical tools that can be used for equipment and structure 
design. 

Here we use Smoothed Particle Hydrodynamics (SPH) to 
model brittle failure of structures under impact load. SPH 
was first proposed by Gingold and Monaghan [6] and Lucy 
[7] for astrophysical problems. It has been traditionally used 
for modelling fluid flows [8, 9]. In recent years, there has 
been a growing interest in applying SPH to a wide variety of 
solid mechanics problems [10-12]. SPH is a mesh-free 
numerical method, which is used to obtain solutions to 
systems of partial differential equations, by discretising 
materials into ‘particles’. 

Traditional Eulerian methods have difficulties in tracking 
fracture on a node by node basis and in predicting the 
evolution of the damage. The history tracking ability of SPH 
provides a natural framework enabling the prediction of 
damage initiation, evolution and crack propagation. Wingate 
et al. [13] applied SPH for modelling crater produced by 
hypervelocity impact and compared the results against other 
numerical methods. Randles et al. [14] proposed a stress 
based fracture model in SPH and applied it to simulate 
oblique impact of tungsten cubes on multi-layered targets. 
Johnson et al. [15] used 2D SPH models to study the 
penetration of a long rod into a thick target. Libersky et al. 
[16] used the SPH code MAGI to simulate fracture of an 
aluminium target under the impact of steel cubes. Medina 
and Chen implemented a visco-plastic material model into 
their SPH code and studied high velocity impact of steel 
projectiles on composite plates [17]. Recently, Das and 
Cleary used SPH to analyse the effect of different rock 
shapes on fracture patterns [18], and to study the impact 
fracture of 2D slender thick columns [19]. Here we use SPH 
for three-dimensional modelling of impact fracture of a thin 
shell structure. 
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Abstract—This paper presents a unified numerical framework 
based on SPH formulation and devoted to the modelling of  
fluid structure interaction problems involving large motion of 
the fluid and large deformation with a possible failure of the 
structure. For the fluid domain we use the balance equations 
written in a current configuration according to an updated 
Lagrangian formulation. For the solid domain (3D and shell 
models) we base the SPH framework on the total Lagrangian 
formulation. That allows avoiding the so-called tension 
instability inherent to the updated Lagrangian formulation, 
and thus very large solid deformations become easy to handle. 
Because both fluid and structure are modelled with SPH, the 
interaction between the fluid and the structure is treated via a 
unilateral contact algorithm. To detect contacts we use the 
Pinball concept designed for solid contact mechanics. The 
presented SPH framework is implemented in the 
EUROPLEXUS fast dynamic software. 

I. INTRODUCTION 
To study the dynamic response of complex mechanical 

systems containing fluid and structural parts, it is of common 
practice to use distinct fluid and structure solvers that 
communicate through a well-defined interface between the 
two media. Such an approach is convenient to study the so-
called permanent Fluid-Structure Interaction (FSI) problems 
where the contact between the structure and the fluid takes 
place during the whole transient of interest even if fluid 
and/or structure undergo large internal deformations [1]. 
However, such a classical FSI approach fails when the 
topology of the fluid-structure interface changes drastically 
during the transient, for instance in the case of large motions 
of the fluid free surface or when the structure containing 
fluid looses its integrity and fluid escapes through created 
tears. The mesh-based methods are no more suitable. To deal 
with medium discontinuity, several Lagrangian-type 
meshless (or particle-based) methods have been introduced 
(see [2] for a complete review) and applied to model fluid 
flows, solid deformations and high velocity impact and 
fracture. Among several methods, we selected the SPH 
technique because of its ability to treat both fluid and solid 
dynamic problems. Here we present an entirely meshless 
approach to study accidental-type transient FSI problems by 

modelling both fluid and structure with the SPH method. The 
whole algorithm is implemented in the EUROPLEXUS fast 
dynamics software [3]. 

II. SPH FOR FLUID AND SOLID MEDIA 

A. Fluid modelling with SPH 
The evolution of the fluid continuum is described, in 

isothermal conditions, by the continuity and momentum 
conservation equations, which, in SPH approximation, take 
the following discrete form: 

ijji
jj

ji
i Wvvm

dt
d

∇−= ∑ ).(1
ρ

ρ
ρ  (1) 

ijij
j

j

i

i

j
j

i WIm
dt
vd

∇⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
Π++−= ∑ .22 ρ

σ

ρ

σ  (2) 

For the fluid domain, we write the balance equations in a 
current configuration according to an Updated Lagrangian 
(UL) formulation. Velocity is chosen as a primary variable 
and the constitutive equations relate Cauchy stresses to strain 
rates. In (1) and (2) Wij is a chosen kernel (cubic in our case) 
and Πij is an artificial viscosity term suggested in [4]. 

B. Solid modelling with SPH 
For the solid continuum, the SPH formulation is similar 

to that of the fluid but the stress-strain equations relate now 
the stresses to the strains. The principal variable for the solid 
SPH is the displacement. 

There is a significant difference between the fluid and the 
solid formulations: the fluid cannot withstand any tensile 
hydrostatic pressure and hence all particles experiencing 
positive volume change are no longer connected to their 
neighbours. This is not the case for solid particles. The first 
computations with solid formulation using updated 
Lagrangian formulation have shown numerical instabilities 
in tension as well as in shear even if the strains remain small 
(about 1%). It has been shown in [5] that this is due to 
numerical instabilities of the UL formulation and that the 
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Abstract—A two-dimensional smoothed particle hydrodynam-
ics method to simulate the dynamic surface tension of oscillating
air bubbles with surfactants at the phase interface is presented.
The modelled interfacial transport is based on a well-known one-
dimensional description of the surfactant transport phenomenon
to air-liquid interfaces. A main advantage of this Lagrangian for-
mulation is the adaptive interface respresentation. A parameter
variation shows, that this model can predict the adsorption of
surfactant to an interface for constant-area bubbles as well as for
oscillating interfaces. Even the "pseudo-collapse" of surfactant
films at high adsorption rates was observed.

I. I NTRODUCTION

The presence of surfactant in the liquid-lining layer of pul-
monary alveolar structures has a major impact on the surface
tension at the air-liquid interface. With increasing surfactant
concentration at the interface, surface tension decreases and
consequently the breathing process is influenced, i.e., the
work required for respiration is reduced [1]. Furthermore,
many engineering and scientific applications use the effect of
surfactants on interfaces, e.g., to manipulate the deformation
of drops and bubbles in shear flows [2], [3].

Experimental investigations on the behaviour of lung sur-
factant in vitro frequently use a bubble surfactometer [4], [5].
With this instrument, a nearly spherical bubble of air is formed
at the end of a narrow tube and exposed to a liquid suspension
containing surfactant. Oscillating the bubble volume with time,
the dynamic behaviour of the surface tension due to the
surfactant at the air-liquid interface can be measured. The
surface tension is not measured directly but rather the pressure
drop across the bubble surface (pulsating bubble surfactometer
[6]) or the changing shape of the bubble (captive bubble
surfactometer [7]) is estimated.

To the knowledge of the authors, this is the first time a multi-
phase SPH method [8] is proposed to simulate the dynamic
surface tension of surfactant. This fully Lagrangian, grid
free method handles discontinuities across phase interfaces
naturally and is therefore able to describe the transportation
phenomenon of the surfactant at the interface and in the
bulk solution. Due to a localy conservative formulation of the
surfactant transport even complex interface geometries can be
calculated with this model.

Transport of surfactant from the liquid suspension to the
air-liquid interface follows an adsorption-limited model taking
into account adsorption and desorption [5]. The coupling
of interfacial transport and diffusion in the bulk solution is

straightforward [9]. As constitutive equation to determine the
surface tension in dependence of the interfacial surfactant
concentration two linearly isothermal regions are used. So far,
only capillary forces normal to the interface are considered,
Marangoni forces and tangential transportation of surfactant
on the interface are neglected. The extension of the model
representing these effects is an ongoing task.

II. COMPUTATIONAL MODEL

The isothermal Navier-Stokes equations are solved on a
moving Lagrangian grid

dv
dt

= g− 1

ρ

[
∇p + ∇ · Π(ν) + σ (∇ · n̂) n̂

]
, (1)

where ρ, v, and g are material density, velocity and body
force, respectively. The last two terms on the RHS denote the
viscous and the surface tension force with the surface-tension
coefficientσ, see [8]. Instead of solving the density evolution
equation, the particle densityρi is computed at each timestep
by

ρi = mi

∑
j

Wij , (2)

with Wij = W (ri − rj) and the ,smoothing functionW (r)
with smoothing lengthh. This form conserves mass exactly
and since neighboring particles contribute to the density only
by affecting the specific volume of particle i, (2) allows for
density discontinuities. Using a weakly-compressible formu-
lation of the particle hydrodynamics, the pressurep and the
densityρ can be related by a stiff equation of state

p = p0

(
ρ

ρ0

)γ

+ b (3)

with γ = 7. The parametersp0, ρ0 and b determine the
threshold of the admissible density variation.

A. Interfacial surfactant concentration

With the SPH method the interface has no sharp represen-
tation, rather an interface-layer with the width of the influence
domain of the smoothing function exists. As a consequence,
also the interfacial surfactant concentrationΓ exists not only
exactly at the interface but is distributed over the particles
adjacent to the interface. Since the exact instantaneous con-
servation of surfactant in the interface region is an important
feature, not the change of concentration but the change of the
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1 rue de la Noë - 44300 Nantes - France

nicolas.grenier@ec-nantes.fr

J.-P. Vila
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Abstract—In the present paper a two-phase SPH model is
developed, based on the approach proposed by Cueille and Vila
[1]. A volume fraction is used to model the presence of the two
immiscible fluids, and a mechanical equilibrium relation closes
the system. The latter is relaxed to obtain an effective numerical
model. An adequate Riemann solver is also used. The developed
model and its implementation in the SPH context are described
in the first part of the paper. In a second part, simplified test
cases are simulated to validate the model. Then, the rise of an air
bubble in water is treated. The effect of using a MUSCL scheme
in the Riemann solver is especially discussed.

I. INTRODUCTION

Modelling two phases is required to accurately describe
interfacial  o w evolutions and in some cases, free-surface
ones. Interfacial  o ws are involved, for instance, in the process
of separation of oil from water ahead oil wells. In free-surface
 o ws, the presence of a second phase is crucial in case of
air entrapment, sprays, or cushion effects. Interfacial  o ws
are characterized by density ratios often rather low, whereas
free surface  o ws usually involve air and water, that is a high
density ratio of 1000.

Although classical SPH formulation succeeds in correctly
simulating one-phase  o ws, the presence of an interface and
the physical conditions associated make a stable two-phase
formulation more dif cult to derive. The main issue is the
estimation of the ratio between pressure gradient and density
in the momentum equation in the region near the interface.
Since the SPH scheme relies on a smoothing, accuracy is lost
when a particle has its compact support crossing the interface,
namely the density of the other phase distorts the evaluation
of acceleration of the concerned particle.

To overcome this key dif culty and to be able to simulate
two-phase  o ws, a new approach of SPH has been proposed
by Cueille and Vila [1]. It is based on the main features of the
original SPH formulation: it is Lagrangian, compressible and
interpolation relies on a smoothing kernel. But the main idea
is to suppose that the two phases locally coexist everywhere
in the domain and comply with a unique velocity  eld. Thus,
a so-called ’volume fraction’ is introduced.

In two dimensions, the system to resolve is composed of
two mass conservation equations for each phase and two
equations for the momentum, plus a mechanical equilibrium
relation (for the mixture pressure) to close this equilibrium

model. Relaxing the latter relation one obtains a new model
(the relaxation model) which is more adapted for numerical
treatment. Following Cueille and Vila [1], this relaxation
model is resolved in two steps. In a  rst step, the hyperbolic
step, the system is solved with a numerical scheme based on
an exact Riemann solver for each interaction in the compact
support. In a second step, pressure relaxation is applied and the
equilibrium volume fraction is thus updated without solving a
speci c transport equation.

A speci c attention is paid to enhance the accuracy, es-
pecially using a M.U.S.C.L. scheme in the Riemann solver.
Actually, the combination of the minmod limiter associated
to this scheme with the resolution of the hyperbolic system
leads to overshoots of volume fraction at the relaxation step (it
should be bounded by 0 and 1), especially when large density
ratios are considered. To avoid this, a correction of the slope
of conservative variable gradients is proposed.

The formulation is validated on one-dimensional shock
tube tests (non-stationary contact discontinuity and rarefac-
tion/shock) and two-dimensional linear sloshing. Finally, to
explore the potential of the present formulation a simulation
is performed of an air bubble rising by gravity in a water
column at rest.

II. GOVERNING EQUATIONS

Two insviscid immiscible  uids are considered; in the cases
studied, a gas of density ρg and a liquid of density ρl. We
suppose that no phase change occurs. An hypothesis of low
compressibility is assumed: velocities in each phase stay small
compared to the sound speed, disabling all thermal effects.
Thus each phase follows an isothermal linearized equation of
state:

p(ρ) = p0 + c2(ρ − ρ0)
where the sound speed c is de ned by c2 = ∂p

∂ρ
.

In the present model the two  uids are supposed to be
present everywhere. A volume fraction is thus introduced to
characterize the presence of each phase, αg for the gas and
αl for the liquid, with a condition of saturation αg + αl = 1.
To alleviate notations we will note α the gas volume fraction,(1−α) becoming the liquid volume fraction. Moreover, since
we deal with immiscible  uids, only one  uid is physically
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Abstract—This paper presents numerical simulation results for 
water entry of a free-fall lifeboat by the hybrid SPH-FE 
method. Using models in two dimensions, the influence of 
numerical parameters has been studied. Advanced features in 
the software allow effective simulation in three dimensions. 
The presence of air in the model has also been investigated. 
The results will be compared with experimental data from 
model scale tests. 

I. INTRODUCTION 

For evacuation of the crew from an off-shore platform 
during emergency situations, free-fall lifeboats are essential. 
The free-fall lifeboat under consideration is capable of 
evacuating up to 64 people from a height of up to 32 meter. 
It is vital to be able to predict the deceleration of the lifeboat 
during water entry and the trajectory after the impact. In 
addition to model tests, numerical simulation allows to 
assess the phenomena of the water impact and the trajectory 
of the lifeboat after it has hit the water surface. A previous 
study [1] has already demonstrated that the coupled approach 
of finite elements and Smoothed Particle Hydrodynamics 
(SPH) in the PAM-CRASH software allows to simulate most 
of the phenomena involved. Important issues for the study 
reported here is to check the influence of numerical 
parameters and other model assumptions on the results and 
whether incorporation of air in the models might explain the 
remaining discrepancies with the model test data identified in 
the original study[1].  

Several new features have been introduced in the 
software to reduce the CPU required and improve the 
simulation results. Special attention has been paid to the 
possible occurrence of air cushioning on the impact on the 
free surface and on air being dragged beneath the free 
surface. 

II. DESCRIPTION OF THE NUMERICAL SOFTWARE 

A.   Overview of the standard PAM-CRASH software and 
its SPH solver 
The commercial finite element code PAM-CRASH with 

its explicit solution algorithm may be used to solve dynamic, 
strongly non-linear structural mechanics. Material models 
are available for metals and plastics, including plasticity and 
failure, for rubber, foams and composites. It is also possible 
to model a liquid by finite elements using either a 
polynomial equation-of-state or the Murnaghan model. 
Hence, in regions of limited deformation or flow, the finite 
element method may also be used to solve the kinematics of 
a fluid. The SPH method is fully integrated in PAM-
CRASH[2]. Unless mentioned otherwise, the SPH discussed 
here is basically similar to that of Monaghan[3], including 
the anti-crossing option (XSPH), variable smoothing length 
and artificial viscosity. Interaction between structures and 
parts of structures that are not permanently connected by 
finite element connectivity may be modeled by sliding 
interface algorithms available in PAM-CRASH, most of 
them based on the penalty algorithm. This type of contact 
has been validated  for numerous applications[4].  

B. Relevant new features in the v2008 version  
The previously implemented nearest-neighbor search, 

which was based on a line-sort algorithm, has been replaced 
by a new algorithm which is based on a 3D-bucket sort. It is 
the same 3D- algorithm, which is already in use for other 
purposes in PAM-CRASH.  As a further important 
improvement, an adaptive search frequency computation has 
been implemented. The major modification in the SPH of 
v2008 is, however, the implementation of a DMP parallel 
method, using domain decomposition and technology 
developed for the particle method used for airbag inflation 
[2]. The new SMP version is twice as fast as the previous 
one, and the DMP version scales well up to 16 processors. 
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Abstract— The method of smoothed particle dynamics (SDPD)
is novel coarse grained method for simulation of complex fluids.
It has some advantages over more traditional particles based
methods [1]. But one of the problems common for particle based
simulations of microfluid system takes place also for SDPD: it
fails to realize Schmidt number of O(103) typical of liquids.

In present paper we apply the implicit numerical scheme that
allows significantly increase time step in SDPD and perform
simulation for larger Schmidt number. Simulations using this
methods show close agreement with serial solutions for Couette
and Poiseuille flows. The results of benchmarks based on tem-
perature control are presented. The dependence of self-diffusion
coefficientD on kinematic viscosity is examined and found to be
in agreement with empirical observations [2].

I. I NTRODUCTION

A few years ago a new generalization of Smoothed Particle
Hydrodynamics methods (SPH) [3] was introduced [4]. This
method is called Smoothed Dissipative Particle Hydrodynam-
ics (SDPD) by the authors and claimed to be “improved
version” of Dissipative Particle Dynamics (DPD). SDPD has
the following features:

• the method is based on a second-order discretization of
the Navier-Stokes equations

• transport coefficients can be used as input parameters
• hydrodynamics behavior is obtained at length scales of

the same order of particle dimension and no coarse-
grained assumption is needed

But beside mentioned advantages we found that SDPD shares
some problems known for DPD. In present paper we address
one of such issuer known as aSchmidt number problem.

Schmidt number is defined as the ratio of momentum
diffusivity (viscosity) and mass diffusivity.

Sc =
ν

D
(1)

whereν is a kinematic viscosity andD is a diffusion coeffi-
cient.

And it was augured [5] that it is essential to guarantee
acceptable liquid behavior to realizeSc of O(103) in the
simulations. However in varies hydrodynamic simulation done
with DPD Sc number was identified as a typical for gases
O(1).

We would like to mentioned that there is another opinion in
the literature that the self-diffusion coefficient of the particles
cannot be equated with those of individual molecules. For

example Jiang and coauthors [6] found that for low Schmidt
number the hydrodynamic interactions are developed and
reveals the correct polymer dynamics.

However as it was shown in the [7] and in [8] that the
agreement with experiment is better ifSc approaches liquid
values.

As far as in SDPD transport coefficient is a parameter of
the model the higher Schmidt number can be achieved by
considering smaller Reynolds number. And the problem of
Schmidt number is mostly a technical one: the properties of
the standard integration schemes make it computational very
costly to run simulation for such a high viscosity.

The aim of this paper is to show that the implicit schemes
known from the literature [9], [10] allows to increase signifi-
cantly time step in comparison with velocity-Verlet algorithms
without any further assumption and modification of the phys-
ical model.

The structure of the report is the following one: in section II
we briefly describe the SDPD method, in section III we
describe the time step limitation typical for velocity-Verlet
and Predictor-Corrector schemes, in section IV the proposed
integration scheme is described, sections V and VI dedicated
to application of the scheme to macroscopic and microscopic
flow respectively.

II. M ODEL

A. Mesoscopic modeling of the liquids

Assuming an isothermal Newtonian solvent described by
the following Navier-Stokes equations written in a Lagrangian
framework

dρ

dt
= −ρ∇ · v

dv

dt
= −1

ρ
∇p +

η

ρ
∇2

v (2)

where ρ is material density,v is velocity, p is pressure and
η is dynamic viscosity. The SPH discretization of the Navier-
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Abstract— In this study, we compare the overall performance
of the academically developed code RSPH with the commercially
available software AUTODYN on one- and two-dimensional
simulations of blast waves, both in Cartesian and cylindrical
coordinates. Interactions with solid boundaries are considered.
The former code couples a standard SPH description with unique
techniques for reducing the degree of disorder in the particle
distribution and varying the smoothing length both in time and
space. The latter code comprises several solvers, among which are
the Godunov and FCT solvers are both suitable tools for studying
shock waves. Our study shows the RSPH code to perform well
when compared to the FCT solver and distinctly better when
compared to the Godunov solver, both in terms of accuracy and
efficiency.

I. I NTRODUCTION

It is important, both to the military and civilian community,
to be able to predict the strength and propagation pattern of
shock waves generated from the detonation of high explosives.
An example of this is the need to estimate the necessary
safety distance near ammunition storage facilities. The nonlin-
ear character of such problems makes numerical simulations
essential tools in understanding these types of problems. We
currently focus on the importance of using different numerical
methods. This is done by comparing two widely different
numerical codes on problems which involve the detonation of
high explosives (HE). The HE is modelled using the constant
volume description [12], [13]. In this description, which is
a single-fluid model, the HE is assumed to become instanta-
neously transformed into hot, dense ideal gas. The adiabatic
constant,γ, is equal to 1.4. The two codes compared in this
study are the commercially available software AUTODYN and
the academically developed method Regularized Smoothed
Particle Hydrodynamics (RSPH).

In section II we briefly describe the three solvers to be
compared. Then in section III we present results from one-
and two-dimensional blast wave tests, before we make a few
concluding remarks in section IV.

II. T HE NUMERICAL METHODS

AUTODYN was developed by Century Dynamics but is now
part of the ANSYS Workbench Platform and has been used
at FFI since 1997. It is an explicit hydrocode that includes
several different solvers, including Euler (both Godunov and

FCT), Lagrange, Arbitrary Lagrange Euler, Smoothed Particle
Hydrodynamics, Shell, and Beam. Each solver has its strengths
and weaknesses and is suitable for solving a certain range
of problems. When modelling shock waves one would use
an Euler solver, either Godunov or Flux-Corrected-Transport
(FCT). The Godunov method reaches a solution by solving
the local Riemann problems at all cell interfaces [5]. The FCT
method combines a convective step with an anti-diffusive step.
The latter step, as the name implies, corrects for the numerical
diffusion introduced by the former step [1].

RSPH was developed, both as a method and a code, as an
extension to SPH [2], [3]. What distinguishes RSPH from the
more standard method, is the flexibility with which the reso-
lution can be made adaptive and the regularization technique
introduced to prevent the particle distribution from becoming
too irregular. In contrast to what is the case with standard
SPH, resolution no longer needs to be a function of the initial
particle distribution and the subsequent, time-dependent flow
pattern. RSPH is able to maintain high resolution in regions of
interest, for example near shock wave structure, and low res-
olution elsewhere. Combined with the capability of handling
free surfaces, inherited from standard SPH, the adaptive nature
of RSPH makes the code ideal for studying multi-dimensional
shock wave propagation in an ambient medium. Comparisons
with experiments, e. g. [12], [13], have shown good accuracy
in simulating high explosives.

III. S IMULATION RESULTS

In this section we present results from 5 different tests.
All the tests are solved in RSPH as two-dimensional tests,
although the first test only has spatial variation in one dimen-
sion. This test is indeed solved as a one-dimensional problem
in AUTODYN. The last test is cylindrically symmetric. Except
for the first test, all tests have been formulated as examples
of realistic set-ups for experiments with HE.

A. Two Interacting Blast Waves

A much used test problem describing the interaction of two
blast wave was proposed by Woodward and Colella in 1984
[17]. It involves multiple interactions of strong shocks and
rarefaction waves with each other and with discontinuities. The
gas is initially at rest in the interval0 ≤ x ≤ 1 with reflecting
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Abstract— In this research, we have been developing a post
processing tool for SPH simulation and in use of the tool, we
present comparisons of conventional mesh based simulations and
new SPH simulations. Our SPH post processing is based not on
the SPH kernels, but on points information. Therefore, this tool
can be used for both SPH and mesh based simulations. In order to
provide proper comparisons, we set the same conditions in both
SPH and mesh based simulations and use our post processing
tool for SPH simulation. For the mesh based simulations, we only
take point information and insert the point information into the
SPH post processing tool.

I. INTRODUCTION

Mesh based simulation is the major technique in CFD

research for the last few decades and is dominant due to

its accuracy and easy analysis of results. In the mesh based

simulation, well-defined mesh is a key aspect for accurate

results and mesh size may tend to be very large. However,

analysis and visualization of large mesh based results are not

straightforward because of the massive size of mesh rather

than the number of data points in the results. Recently, many

researchers have shown interest in simulating CFD problem

without meshes, applying mesh-less techniques such as SPH

for instance. In SPH, simulation bases are points and one point

is interacting with others within its influence range. In the

results, only point information is saved and used for analysis

and visualization in the post processing.

The post processing of CFD simulation is a way to analyze

results and to provide a feedback to analyse the simulated con-

figuration. There are many analysis tools for the mesh based

simulations due to the easy access to connectivities between

points. Therefore, the analysis and visualization highly depend

on the meshes. However, the SPH simulation does not provide

the meshes in the results and it is still challenging to provide

proper analysis and visualization of SPH results. Especially,

when assessing the quality of SPH simulations with respect to

their similar mesh based simulations, the comparison can be

meaningful only when both SPH and mesh based simulations

are analysed with the same analysis and visualization process.

In the following, comparisons are based on various repre-

sentative cases for internal and free surface flows. To analyse

these cases, we probe data with points, lines, discs, and rectan-

gles and compute scalar quantities (discharge, kinetic energy,

etc.) and vector quantities (kinetic momentum, force, torque,

etc.). Simulation results are compared with measurements

when available.

II. POST PROCESSING

Many commercial simulation packages have their own post

processing tools. The quantitative post processing is most

commonly performed on the basis of probes defined in the

simulation domain. It includes visualizations and value inte-

grations in areas in which end users are interested. There is,

however, no such tool for SPH results yet because of difficulty

in defining standard kernels, and finding neighbors. It is even

more problematic when we want to compare SPH results with

conventional mesh based simulation results.

In this work, we study a unified tool for the post processing

of SPH and mesh data using probe techniques. As mentioned

above, we use four different probe primitives including point,

line, disc and rectangle. Besides the probing data, integrating

flow quantities on disc and rectangle probes is performed so

that the integrated quantities can be used as feedback to the

analysis process and the simulations.

A. Probes

Point probe is the most primitive probe and it acts as a

sensor in the simulation domain. For example, in the case of

a static Pelton bucket [1], the point probe emulates a wall

pressure sensor. Moreover, the simple point probe can be

used to navigate data values in the domain, so that end users

can have idea of flow values in the interesting region. The

value at a point is calculated using an interpolation method

with N neighbors. As extensions of the point probe, line,

disc, and rectangular probes can be defined with points with

proper setting of resolutions. Figure 1 shows the line, disc,

and rectangular probes consisting of sample points.

The probe primitives can be defined as files so that multiple
probes can be handled at the same time. For the annotations
in the file, please refer to Figure 1. The probe files are defined
as follows.

Number_PointProbes(n)

Label1 Type X Y Z SolidNumber

Label2 Type X Y Z SolidNumber

............................

Labeln Type X Y Z SolidNumber

The line probe file is defined as

Num_LineProbe(n)
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Abstract— We calculate the mass accretion from the eccentric
circumbinary disk to the binary stars. Various disk eccentricities
are considered. Godunov SPH, which is needed to capture strong
shocks around the disk inner edge, is used to calculate the
evolution of the eccentric circumbinary disk. The total number
of the particle is 65536. Since the cold shear flow is the dominant
flow in the system, we also perform the Godunov SPH calculation
with Particle Rezoning Method and compare these results. The
results of Godunov SPH with PRM calculation give smoother
density profile and slightly higher mass accretion rate. However,
the tendency does not change that the mass accretion rate
drastically increases if the disk eccentricity is high enough.
This indicates the rapid disk dissipation when the disk becomes
eccentric by some mechanism, e.g. the secular resonance around
the eccentric binary.

I. I NTRODUCTION

Binary system is widely seen in many astronomical fields
such as interacting galaxies, cataclysmic variable stars, black
holes, Earth-Moon system, asteroids, and so on. Our interest is
a star formation process and the planetary systems. Therefore,
we only consider the star-star binary, the star-brown dwarf
binary, and the star-planet systems in this paper. These objects
are born with a rotationally supported gas disk. Since the
molecular cloud, in which stars are born, is slightly rotating
initially and the angular momentum is conserved during the
cloud collapse, the centrifugal force and the gravity force is
balanced at some length scale. As a result of this balance,
rotationally supported gas disk is naturally formed during the
star formation process. Young binary stars or planets revolve
in this gas disk and gradually evolve by tidal interaction.

At the beginning of the tidal evolution, the gas around the
binary orbit is quickly removed from the orbital region [1],
[2]. The gas accretes onto the stars or is pushed away from
the binary orbit. The low density region is formed around the
binary orbit, which is called a gap region or an inner hole.
The formation time scale of the inner hole is several dynamical
time, which is much faster than the other process. The location
of the inner edge of the gas disk is determined by the balance
of angular momentum transfer. While the tidal torque exerted
on the gas disk by the binary pushes away the inner edge of
the disk from the binary, viscous mass accretion in the gas disk
pulls it back. After the inner hole is formed and the location

of the inner edge is determined, mass accretion from the disk
to the binary is slowed down and evolution timescale becomes
quite large, which is determined by the viscous process in the
disk.

On the other hand, if the binary stars revolve on the elliptic
orbit, the tidal force, exerted on the surrounded gas disk,
excites the eccentricity waves in the disk. When one of the
pattern speeds of the wave is close to the precession rate of the
binary, the resonance occurs and the disk can be highly eccen-
tric. If the disk becomes eccentric, the pericenter of the inner
edge approaches the binary orbit and the apocenter recedes
from the binary. The deformation timescale is a precessional
timescale, which is much larger than the dynamical timescale
but shorter than the viscous timescale (tdyn ¿ tpre < tvis).
When the disk edge approaches the binary orbit, the dynamical
accretion process can be reactivated and may change the
evolution time scale of the binary. Therefore, it is important to
study the gas accretion process from the eccentric gas disk to
the binary to understand the long-term evolution of the binary.

Direct numerical calculation is a powerful tool to investigate
such dynamical fluid interactions between the binary and
the gas disk. However, we should always keep in mind that
numerical calculation always includes some numerical errors
in the results, and when we consider the long-term evolution,
these errors accumulate. In order to resolve the gas rotation
around the binary, the time step of the calculation should be
much smaller than the dynamical timescale, thus we need
enormous time steps for the long-term evolution.

Therefore, we take two-step approach to investigate the
long-term evolution of the disk-binary interaction in this paper.
We divide the evolution into secular part and the nonsecular
part. In§2, we briefly summarize how to calculate the secular
evolution of the gas disk, and shows that the gas disk around
the eccentric binary can becomes highly eccentric, without
changing the semimajor axis. Then, in§3, we calculate the
short dynamical evolution. SPH is used to calculate the dy-
namical evolution of this system. We start the calculation when
the elliptic deformation of the disk has already occurred as a
consequence of the secular evolution. Since the rotationally
supported gas disk is a cold and strong shearing system, we
should be careful about the density errors in SPH [3], [4], and
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Abstract— We present an investigation on effect of the ion-
neutral (or ambipolar) diffusion heating rate on thermal phases
of a molecular cloud. We use the modeling of ambipolar diffusion
with two-fluid smoothed particle hydrodynamics, as discussed by
Nejad-Asghar & Molteni. We take into account the ambipolar
drift heating rate on the net cooling function of the molecular
clouds, and we investigate the thermal phases in a self-gravitating
magnetized one dimensional slab. The results show that the
isobaric thermal instability criterion is satisfied in the outer parts
of the cloud, thus, these regions are thermally unstable while the
inner part is stable. This feature may be responsible for the planet
formation in the outer parts of a collapsing molecular cloud
and/or may also be relevant for the formation of star forming
dense cores in the clumps.

I. INTRODUCTION

In most plasmas, the forces acting on the ions are different
from those acting on the electrons, so naively one would
expect one species to be transported faster than the other,
by diffusion or convection or some other process. If such
differential transport has a divergence, then it will result in
a change of the charge density, which will in turn create
an electric field that will alter the transport of one or both
species in such a way that they become equal. In astrophysics,
ambipolar diffusion refers specifically to the decoupling of
neutral particles from plasma. The neutral particles in this case
are mostly hydrogen molecules in a cloud, and the plasma is
composed of ions (mostly protons) and electrons, which are
tied to the interstellar magnetic field.

Nejad-Asghar (2007) has recently made the assumption
that the molecular cloud is initially an uniform ensemble
which then fragments due to thermal instability. He finds that
ambipolar drift heating is inversely proportional to density and
its value, in outer parts of the cloud, can be significantly
larger than the average heating rates of cosmic rays and
turbulent motions. His results show that the isobaric thermal
instability can occur in outer regions of the cloud. The rapid
growth of thermal instability results a strong density imbalance
between the cloud and the low-density surroundings; therefore
it may produce the cloud fragmentation and formation of the
condensations.

Many authors have developed computer codes that attempt
to model ambipolar diffusion. Black & Scott (1982) used
a two-dimensional, deformable-grid algorithm to follow the

collapse of isothermal, non-rotating magnetized cloud. The
three-dimensional work of MacLow et al. (1995) treats the
two-fluid model in a version of the ZEUS magnetohydrody-
namic code. An algorithm capable of using the smoothed
particle hydrodynamics (SPH) to implement the ambipolar
diffusion in a fully three-dimensional, self-gravitating system
was developed by Hosking & Whitworth (2004). They de-
scribed the SPH implementation of two-fluid technique that
was tested by modeling the evolution of a dense core, which
is initially thermally supercritical but magnetically subcritical.
Nejad-Asghar & Molteni (2007) have recently optimized the
two-fluid SPH implementation to test the pioneer works on
the behavior of the ambipolar diffusion in an isothermal self-
gravitating molecular layer.

In this paper, we include the SPH equivalent of the energy
equation, which follows from the first law of thermodynamics.
Here, we include the ambipolar drift heating rate in the net
cooling function, and we investigate the thermal phases in the
self-gravitating magnetized molecular layer. For this purpose,
the two-fluid SPH technique and its algorithm are given in
section 2. Section 3 devotes to the basic equations of the one
dimensional molecular layer and its evolution by SPH. The
summary and conclusion are presented in section 4.

II. NUMERICAL METHOD

In two-fluid SPH technique of Hosking & Whitworth
(2004), the initial SPH particles represent by two sets of
molecular particles: magnetized ion SPH particles and non-
magnetized neutral SPH particles. In this method, for each
SPH particle we must create two separate neighbor lists: one
for neighbors of the same species and another for those of
different species. Consequently, each particle has two different
smoothing lengths. In the following sections we refer to neutral
particles as � and �, and ion particles as � and �; the subscripts
� and � refer to both ions and neutral particles. We adopt the
usual smoothing spline-based kernel (Monaghan & Lattanzio
1985) and apply the symmetrized form proposed by Hernquist
& Katz (1989)

��� � � �� r� � r� �� ���� (1)

where r�, r� are positions of the particles � and �, respectively.
��� is the smoothing length of particle � when considering
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Abstract— A comparison of two hardware accelerated plat-
forms for computational fluid dynamics is presented. Both
platforms are compared using the same application, the same
software interfaces, and differ almost only in the accelerator. This
allows a very direct comparison of their capabilities in terms of
performance. Compared to a workstation, an FPGA provides 6-
11x speedup, while a GPU provides 17x speedup under the same
conditions.

I. INTRODUCTION

Particle-based astrophysical simulation determine the mo-
tion of individual particles according to a model for the
interaction forces. Long-range gravity and short-range hy-
drodynamical forces are amongst the most important ones
for many systems. The most time consuming part of these
algorithms has always been the gravity interactions, and its
acceleration has been widely explored, first with ASICs like
the GRAPE6 board [3], Field Programmable Gate Arrays
(FPGAs) [4] and more recently with Graphics Processing
Units (GPUs) [5] [9] [1]. Current implementations achieve
over 300 GFlops from a single board. This is quite logical, as
it represents > 90% of time for pure-CPU algorithms, it is an
O(n2) in its more basic form, and highly parallelizable.

With particle numbers > 104, the latter Smoothed Particle
Hydrodynamic (SPH) part is computationally very demanding,
once the gravity has been accelerated. It is also more complex,
as it is based on interaction lists between particles. We support
such calculations, which can be applied to a wide variety
of practical problems besides astrophysics, by programmable
hardware. Related work include the developments of Hamada
and Nakasato [8] and similar work has been done for Molec-
ular Dynamics (MD) [10], as the algorithms are comparable.

In the following sections, we present the mathematical
formulation implemented in the accelerator platforms, a de-
scription of our implementations both in FPGA and GPUs
and the related hardware architectures, the software tools and
interfaces used, closing with the results obtained.

II. FPGA IMPLEMENTATION

In this section, we describe the implementation of an FPGA-
based coprocessor for SPH computations. Field Programmable

Gate Arrays are specialized chips that allow dynamic reconfig-
uration of its building blocks. Giving this capability, they are
able to implement electronic circuits, or hardware designs (as
we call them), by means of programming the interconnections
between the blocks. This requires the design of floating point
operators to support the required computations, to assemble
them into a processing pipeline, and building the required
control and communication logic.

As our platform of choice, we use the MPRACE-1 copro-
cessor boards developed in-house, which are equipped with a
Xilinx XC2V3000 FPGA, 8MB of ZBT-RAM and an external
PLX9656 for PCI communications with the host at up to
264MB/s. The migration to our new MPRACE-2 boards is
currently in progress (see Conclusions).

A. Equations implemented

We use the standard SPH formulation as the base and
modify it in order to reduce the actual number of computations
done in hardware. As kernel functions, we use:

W ′(x) =

 1− 3
2x2 + 3

4x3 if 0 <= x < 1
1
4 (2− x)3 if 1 <= x < 2
0 otherwise

And the scalar part of the gradient of W as:

Ω(x) =

 −1 + 3
4x if 0 <= x < 1

− 1
4x + 1− 1

x if 1 <= x < 2
0 otherwise

In Step 1 we compute the density, curl and divergence of
the velocity as:

πρi =
∑

j

mj

h3
ij

W ′(|~rij |/hij)

−π

3
ρi(∇ · ~ν) =

∑
j

mj

h5
ij

(~νij · ~rij)Ω(|~rij |/hij)

−π

3
ρi(∇× ~ν) =

∑
j

mj

h5
ij

(~νij × ~rij)Ω(|~rij |/hij)
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Abstract— The dependence on the Reynolds number of shal-
low depth sloshing flows inside rectangular tanks subjected to
forced harmonic motion is studied in this paper with weakly-
compressible SPH. We are interested in assessing the influence
of viscous effects on the dynamics of shallow depth sloshing flows
by using an SPH solver and by comparing with a Navier-Stokes
level-set solver results. The goal of trying to model these viscous
flows is compromised by the resolution requested due to their
Reynolds number, if boundary layer effects are to be modeled.
The convenience and feasibility of the implementation of free-slip
and no-slip boundary conditions is also discussed.

I. INTRODUCTION

Sloshing flows are those occurring when free surface waves
are generated inside tanks, usually creating significant torque
and pressure peaks on the tank due to the impact of traveling
waves. These phenomena are of interest for several branches of
engineering including marine, aerospace and civil engineering.
An abundant literature on sloshing can be found, reviewed in
the indispensable book of Prof. Raouf Ibrahim [1], one of the
most prominent researchers in the field.

Among the sloshing flows, shallow depth ones are specially
attractive due to the structure of the wave systems that are
generated under these depth conditions. When dealing with
fluids of small viscosity like water, for low frequencies a set of
small traveling waves appear. With a small rise in frequency,
the train of waves is suddenly transformed into a bore, or
hydraulic jump, a distinct step in the water surface [2].

We are interested in assessing the effect on these shallow
depth flows of modifications in the Reynolds number due to
changes in the physical viscosity. For shallow water flows,
previous attempts with SPH codes [3], [4] have been successful
in modeling both the bulk flow in terms of the torque [4] and
the wave height, even for resonant conditions [3]. Nevertheless
concerns on the role of the SPH viscous term [5] on the
simulations, when focusing on the time evolution of the bores,
have suggested to pursuing the study by checking the flow
dependence on the Reynolds number Re, keeping constant all
the parameters apart from the physical viscosity. The initial
results of such study are presented in this paper. Also, the
convenience and feasibility of the implementation of free-
slip and no-slip conditions is discussed, paying attention to
the characteristic dimensions of the boundary layers (BL) to
model, to the computational effort required and to the quality
of the results in terms of a correct approximation of the viscous
stress term in the SPH momentum equation.

Although comparing experimental data is on our agenda,
it has not been possible for this article. Nevertheless, having
information from a better established numerical technique, at
least for the pre-splashing part of the motion, is also necessary
to assess the quality and limitations of the SPH approaches.
This reference data has been specifically produced for this
study with a Navier-Stokes solver combined with a level-set
technique (NSLS) for the tracking of the free surface evolution
[6].

The paper is organized as suggested in this introduction:
first, the case studies are exposed, documenting the specific
flows to resolve as well as the fluid physical properties. Sec-
ond, the SPH treatment of the viscosity and the BL numerical
treatment are discussed. Finally, comparisons with the level
set technique data will be provided.

II. CASE STUDIES

A. Shallow water flows

The simplest mean to characterize shallow depth sloshing
flows is to resort to the dispersion relation for gravity waves
in limited depth areas [7].

ω2 = g k tanh (kH) (1)

In this expression, g is the gravitational acceleration, d the
liquid level, ω is often called the sloshing frequency and k its
corresponding wave number. The free surface height function
in a two dimensional rectangular container partially filled with
liquid can be decomposed in a Fourier series with infinite
wave numbers kn = nπ/L where L is the tank breadth. If we
focus on the first mode, the hyperbolic tangent argument of
equation 1 becomes a factor of the ratio H/L. If the depth is
great, then the tangent tends to one. If the ratio is for instance
1, the tangent value is 0.996, which means that the effect of
the depth on the waves will be very small. In this study a
ratio of 0.06 has been chosen, for which the tangent factor is
0.19, which means that this is clearly a shallow water case.
The first sloshing frequency, the one corresponding to the first
mode will be noted w1.

The tank is subjected to sway motion with a sinusoidal type
excitation. The amplitude A of this motion will be set constant
for this study with a value of A/L = 0.03. The frequency
range for the excitation is 0.5 ≤ ω/ω1 ≤ 2.0. The tank length
L is 1 meter.
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Abstract— In the present work we check the ability of the
Smoothed Particle Hydrodynamics solvers to correctly account
for both the conservation and generation of circulation during
breaking wave processes. This is made by considering different
examples of increasing complexity and testing the numerical
results through the Stokes and Kelvin theorems. In all the cases
the SPH seems to correctly predict both the conservation and
the evolution of the vorticity and circulation.

I. I NTRODUCTION

During plunging breaking wave processes large vorticity
generation is observed as a consequence of energetic splashing
events and complex free-surface behavior. Indeed, during the
pre-breaking evolution waves steepen, become asymmetric
and eventually overturn in the form of a forward-plunging
jet hitting the underlying free-surface. This leads to the
formation of a cavity with large circulation generation due to
topological reasons [1]. However, after the generation process
ends, as a consequence of the Kelvin theorem for an inviscid
barotropic flow with conservative body forces, the global
circulation has to be preserved. Then, the aim of the present
work is to check the ability of the SPH scheme to satisfy
such a condition. However, to stabilize numerical schemes
an artificial viscosity and/or other corrections are generally
introduced and, consequently, the conservation of circulation
is not guaranteed anymore. Anyway, increasing the spatial
resolution, the consistency of the numerical corrections cited
above implies the recovery of Kelvin statement [2]. To check
this assumption, we heuristically estimate the accuracy of the
circulation preservation in SPH simulations. The circulation
invariant has a dynamic part (depending on how well the
velocity is calculated), and a topological part (depending on
how complex is the integration contour). The latter can often
require much greater resolution than the former [2]. Thus,
before proceeding to the analysis of the breaking waves,
we briefly investigate some prototype cases evaluating the
circulation along different close contours.

As a first case we analyze a fluid cylinder rotating with
constant angular velocity. In this case, the circulation predicted
by the SPH model is conserved in accordance with the
theoretical solution. Then, we consider two separate rectangles
of fluids colliding with shear in different ways. In all the
cases the initial vorticity within each fluid patch is zero.

However, after the impact, a vortex layer is generated and
the global circulation is no more zero. This process is similar
to what happens when a wave breaks and re-connects. Finally
the problem of a two dimensional plunging breaking wave
is analyzed. In the simulations, the flow starts with a long
layer of fluid initially at rest and forced into motion by a
vertical piston moving with constant speed. With respect to
the previous prototype cases, in the breaking wave event we
both face fluid/fluid interaction and the topological problem
connected with the cavity generation. The temporal evolution
of circulation is followed during three stages: a) pre-breaking
b) impact and ricochet of the plunging jet c) post-breaking
evolution. During the latter stages (b,c) the artificial viscosity
acts largely since the mechanical energy is numerically
dissipated during impact phenomena where the velocity field
is characterized by a discontinuity along the impact line.
The effect of the spatial resolution is studied showing that
increasing the number of particles, the net circulation becomes
closer to the vorticity volume integration. However, the rate of
this convergence it is not constant in time since the complexity
of the integrating loop changes dynamically.

II. GOVERNING EQUATIONS

We briefly summarize the theoretical scheme used by
the SPH solvers. Since the fluid is assumed to be weakly
compressible, the continuity equation for compressible fluids
is used together with the Euler equation:

Dρ

Dt
+ ρ∇ · u = 0 (1)

ρ
Du

Dt
= −∇p + ρ f . (2)

Moreover, the fluid is assumed to be barotropic and, therefore,
the following functional dependence betweenρ and p is
adopted:

p(ρ) =
c2
0ρ0

γ

[(
ρ

ρ0

)γ

− 1

]
, (3)

where ρ0 is constant,c0 is the sound velocity andγ is a
dimensionless parameter greater than 1 (in all the following
examplesγ = 7 is used).
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Abstract— Such is the complexity of wave-structure interaction 
phenomena that most available theories and procedures for the 
design of maritime structures – both vertical and rubble 
mound breakwaters - are still derived by fitting simple 
conceptual models to the results of physical experiments, either 
in the field or in the laboratories. Recent developments of CFD 
techniques are now supplying a better understanding of the 
hydrodynamic phenomena involved. In particular, Eulerian 
Navier Stokes codes with special free surface treatment have 
reached a mature stage, as in [1], [2] so that operational design 
tools based on such techniques seem to be not too far away in 
the future, at least for low slope structures. Vertical and near 
vertical structures, however, seem to pose a bigger challenge 
since simulating wave impact on a steep wall, with its related 
sudden changes of the free surface, is a difficult  task to achieve 
with classical Eulerian techniques. This is a sector where 
Lagrangian hydrodynamic methods may offer useful solutions. 
The  Authors’ past experience in SPH code efficiency and 
reliability analysis  [3], [4], together with their long standing 
experience in maritime wave problems [5], [6], provide the 
background for the work to be presented at the workshop. 
Their own SPH parallel code is applied to investigate time and 
space distribution of wave pressure on a vertical marine 
structure. Results are then compared with the ones obtained 
from the Eulerian based program Flow 3D, showing a good 
agreement. 

I. INTRODUCTION 
Coastal structures may be object of severe pressures 

induced by breaking waves. Typically, such dynamic actions 
consist of short, high impulses, reaching up to hundreds of 
kN/m2, followed by longer, smaller hydrodynamic forces [7]. 
Prediction of such evolving pressures is not straight: 
estimates are given by several semi-empirical formulas, such 
as in [8], [9]. Their main disadvantage is due to their 
extremely sensibility to the particular situation they are 
referred to. In addition, wave impact pressures are influenced 
by the amount of entrapped air as shown in [8]. 

Recently, thanks to both the increasing power of 
computers and the reliability of numerical techniques, 
Computational Fluid Dynamics yields a better understanding 

of the hydrodynamic processes involved into breaking waves 
over seawall structures. Eulerian based schemes, discretizing 
the well known Shallow Water equations (SWE), give 
satisfactory results, at least for low seabed slops. On the 
other hand, impact on a vertical or structures of travelling 
waves over steep bottoms involves the propagation of not 
gradually varied flows. In such cases, depth averaged Navier 
Stokes (N-S) equations, that is SWEs, seem to be improper 
to accurately reproduce such phenomena. 

Lagrangian description of N-S equations by means of the 
Smoothed Particle Hydrodynamics (SPH) technique [10], 
[11], overcomes the above mentioned difficulties. Its 
capability to well reproduce rapidly varied free surface flows 
has been proved over the past few decades [12]-[14]. A brief 
overview of the method is presented in the following. A 
comprehensive review of its theoretical aspects has recently 
been published [15], so they need not be fully discussed here. 

II. THE SPH METHOD 
With this method, the original physical domain is 

discretized by a finite number of particles which represent 
small volumes of the system. They move in response to 
forces such as gravity and pressure, carrying at the same time 
physical properties. A generic scalar or vector field fi,  at a 
given position ri, taken by the fluid particle “i”, is given by a 
smooth interpolation from the values fk carried by those Nn 
particles within the interaction sphere of radius rc =2h [16]: 

 ( )∑
=

−⋅=
nN

1k
kiki h,rrWff  (1) 

where “W” is the so called kernel or weighting function and 
“h” is known as the smoothing length. Here the cubic spline 
devised by Monaghan and Lattanzio [17] is adopted: 
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Abstract — A preliminary investigation of wet-deck slamming 
of high speed multi-hull ships using Smoothed Particle 
Hydrodynamics (SPH) is discussed. The SPH algorithm is 
applied to the two-dimensional dam beak test case for the 
purposes of validation and the results compared with 
published experimental and SPH data. Validation of water 
sitting in a Tank is also presented, along with preliminary 
results for a two-dimensional wedge entering a free surface. 

I. INTRODUCTION 
Numerical modelling of large floating objects in rough 

seas has met with limited success using available techniques 
in Computational Fluid Dynamics (CFD) particularly when 
wave impacts are involved. An understanding of the sea 
loads on high speed multi-hull ships is essential to ensuring 
the structural design criteria are met and assessing the fatigue 
life of the structure [1]. In particular, high speed catamarans 
and trimarans are prone to wet deck slam events, where the 
relative vertical motion of the water surface and ship bow 
causes water to impact the wet deck. Such events subject the 
wet deck to high localised pressure in the region of impact 
and also induce hull vibrations, commonly known as 
whipping, which can place significant global loads on the 
structure.  

The current research aims to use Smoothed Particle 
Hydrodynamics (SPH) to model the impact of sea water on 
various hull shapes examined experimentally in [2] using an 
SPH algorithm written in Matlab®. 

II. SPH METHODOLOGY 
The following SPH methods have been used during the 

validation and preliminary slamming investigation: 

• The momentum equation due to [3]. 

• The differential equation for continuity as quoted by 
[3]. 

• The Cubic Spline Kernel described by [3]. 

• The equation of state according to [4]. 

• The artificial viscosity described by [3] with α = 
0.01 and β = 0. 

• The particles were moved using the XSPH variant 
according to [3] with ε = 0.5 and a modified Kernel. 

• Reinitialisation of the density field described by [5]. 

• The Lennard-Jones boundary method quoted by [3]. 

• The predictor-corrector time stepping method [6]. 

• A fixed time step at 80% of the Courant Frederichs-
Levy condition limit and a fixed smoothing length 
based on the initial particle separation [7]. 

III.  MODEL VALIDATION  
The initial stages of the project required the validation of 

the SPH method in two dimensions. The two-dimensional 
dam break was chosen as the most suitable validation case 
and the results compared against the experimental data of [8] 
and the SPH results produced by [5] and [6]. 

 

 

Figure 1.  Schematic of the two-dimensional dam break.  
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Abstract—In this work, Smoothed Particle 

Hydrodynamics (SPH) is used to investigate the loading 

on a partially submerged fixed cylinder in the presence 

of regular waves in a two-dimensional deep water 

channel by using the code SPHysics.  The results are 

compared with the experimental data of Dixon et al. 

(1979) and agreement is shown to be promising.  

 

I. INTRODUCTION 

The work in this PhD is a part of a joint project between 

the Universities of Plymouth, Manchester, Oxford and 

Manchester Metropolitan funded by EPSRC looking at the 

response of wave energy devices under extreme wave 

loading.  At the University of Manchester, we are using 

Smoothed Particle Hydrodynamics SPH to simulate wave 

propagation and loading on the wave energy device in a 

water channel.  

As an initial step, the SPH method is used to study the 

loading on a partially submerged fixed cylinder in the 

presence of regular waves in a two-dimensional deep water 

channel using the code SPHysics.  The results will be 

compared with the data of Dixon et al. (1979) and 

discussed.  

II. EXPERIMENT 

The experiment data of Dixon et al. (1979) are used in 

order to validate the SPH results.  In their paper, first, the 

theory of wave forces was presented followed by the 

modification of vertical force theoretical formulation.   

Then, the force on a circular cylinder was calculated using 

linear wave theory for different water levels and compared 

with the experimental data. In this work, we use their 

experimental data to validate our SPH results for constant 

wave frequency and various wave amplitudes and axis 

depths.  

III. NUMERICAL INVESTIGATION 

One of the main advantages of the SPH method is the 

ease of implementation of such a complex phenomenon like 

free surface flow.  After the successful investigation of 

wave propagation in a long and intermediate depth water 

channel, we are currently studying wave propagation over a 

fixed partially submerged cylinder for different 

submergences and wave amplitudes.  FIG. 1 shows the 

schematic of the problem where waves are generated by a 

paddle at the left boundary and absorbed by a so-called 

sponge layer at the right boundary.  The length and height of 

the channel are l and h, respectively.  The fixed body is 

located in the middle of the channel with a diameter of D 

and axis depth below mean water level, /d .  

A. Wave forces 

The dimensionless force 
/F  is determined as the ratio of 

wave force to the weight of water displaced by a totally 

submerged cylinder in still water to compare with 

experimental data. 

 

B. Boundary condition 

The repulsive boundary condition, developed by 

Monaghan (1999), is used which prevents a water particle 

crossing a solid boundary.   
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Abstract The capabilities of the SPH processor in PAM-
CRASH version 2008 have been significantly enhanced by a 
review of the numerical efficiency, and by making an DMP 
parallel version of the method available. This allows to conduct 
simulations with many more particles than in the past within 
acceptable turn-around time. Other options introduced are to 
initialize water at  hydrostatic equilibrium under gravity load 
for particles and finite elements, optional neglect of particles 
outside regions of interest, and gauge points for pressure and 
free surface elevation. An option to switch from finite elements 
to particles during the simulation has also been made available 
for liquid material models. The advantages of these options 
will be presented for a few applications. Other applications 
that will be presented are that of air flow about a moving 
obstacle, air cushioning during water entry and waves for the 
Wigley hull. 

I. INTRODUCTION 

New developments and selected applications of PAM-
CRASH with the integrated SPH solver are discussed. 

II. UPDATED SPH VERSION IN PAM-CRASH 

The nearest-neighbor (NN) search in the previous version, 
which was based on a line-sort algorithm, has been replaced 
by a new algorithm, which is based on a 3D-bucket sort. It 
is the same 3D-bucket sort algorithm, which is already used 
for other purposes in PAM-CRASH..  

As a further important improvement, an adaptive search 
frequency computation has been implemented. It is a proven 
technique, which is well known from the contact treatment 
and another particle method. The NN-search is triggered by 
the displacements of the particles, which are checked against 
threshold values at each cycle. 

The major modification in the SPH of v2008 is, however, 
the implementation of a DMP parallel method, using domain 
decomposition. Figure 1 shows the relative performance for 
a lifeboat impact case with 86.400 particles. The new SMP 
version is twice as fast as the previous one, and the DMP 
version scales well up to 16 processors. 

In order to minimize the communication between the 
processors for the DMP version, the components of the SPH 
solver have been rearranged slightly. The computation of the 
anti-crossing forces (or XPSH version) is now done based on 
the velocities of the previous cycle, but on the nearest-
neighbour configuration of the current cycle and not of the 
previous one, as done in the original version  Although the 
application of anti-crossing forces is a numerical method to 
prevent the particles from clustering together under certain 
loading conditions, and the change in the algorithm should 
not have any impact on the quality of the solution, the results 
may slightly differ in comparison to the original version. 

 

Figure 1.  Relative CPU performance versus the number of CPU’s 
for the SMP and DMP version of PAM-CRASH compared to the 
original version. 

III. GAUGE POINTS 

For hydrodynamic simulations with SPH it is very useful to 
define the concept of gauge nodes at which output is 
obtained for the pressure and, if relevant, for the free 
surface location. These gauges may be defined as moving 
along with the structure (as FE nodes), given a fixed motion 
(as free nodes), or as particles. The main advantages are that 
information about the pressure may be obtained at any 
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Abstract—In this paper we present a regularized Lagrangian
finite point method (RLFPM) for the numerical simulation of
incompressible viscous flows. The pressure Poisson equation with
Neumann boundary condition is solved by a stabilized finite
point method to satisfy incompressible constraint. A key aspect
of the present approach is the periodic redistribution of the
particle locations, which are being distorted by the flow. Weighted
least squares approximation is implemented to interpolate the
properties of the old particles onto the new particle locations.
With the proposed regularization technique, problems associated
with the flow-induced irregularity of particle distribution in
the Lagrangian finite point scheme are circumvented. Three
numerical examples are presented to validate the proposed
methodology. The results demonstrate that RLFPM is able to
perform accurate and stable simulations while maintaining the
meshless feature.

I. INTRODUCTION

Among the various truly meshless methods, Smoothed
Particle Hydrodynamics (SPH) is the longest established grid
free Lagrangian method. SPH was originally developed for
astrophysical applications [1]. Since its invention, it has been
extensively studied, extended and applied in many areas
such as the dynamic response of elasto-plastic materials [2],
[3], free surface flows [4], viscous flows [5], incompressible
fluids [6], and viscoelastic flows [7]. Yet, for a long time,
SPH was suffering from several problems: inconsistency;
tensile instability; and difficulty in the treatment of boundary
conditions. The latter two problems are somehow related
to the first one. Various methods have been developed to
improve SPH. Most of them have focused on replacing directly
the existing SPH particle approximations to functions and
their derivatives by corrected approximations with polynomial
consistency enforced. As a consequence, angular momentum
and/or linear momentum are usually not strictly conserved
by the discrete equations and the long-time simulations are
potentially unstable. Differently, Bonet and Lok [8] presented
a corrected SPH formulation using a variational framework
with the advantage of preserving both linear and angular
momentum. Similarly, using an energy-based approach, Fang
et al. [9] derived a general set of discrete hydrodynamics
equations with conservation properties to which any corrected
(high-order) or coupled particle approximation scheme can
be applied. From either a variational or an energy-based
approach, a close link is found between discrete velocity

derivatives and momentum equation, which can be named
as the scheme coherence principle. The scheme coherence
principle ensures the conservation of momentum. However, it
can not be satisfied together with the consistency requirement
for the discrete momentum equation. Recently, Oger et al.
[10] has shown that the scheme coherence principle could
be flouted, allowing the introduction of a more accurate SPH
formulation.

Finite point method (FPM) is another truly meshless method
proposed by Oñate et al. [11]. FPM uses a weighted least
square interpolation scheme within each point cloud, which
can be easily constructed to have consistency of a desired
order, and adopts the point collocation method to obtain
the discrete equations. Therefore, it is easy for numerical
implementation and boundary conditions can be implemented
in a natural way by just prescribing boundary conditions on
points placed on boundaries. Moreover, not like in the classical
SPH method, particles in the finite point method do not have
a mass associated and they are merely interpolation points
for the field information, including density. This makes the
method more flexible in terms of an easier particle manage-
ment and an easier treatment of boundaries. The price to
pay for these advantages is that the method is not strictly
conservative anymore, as opposed to SPH. The efficiency of
FPM for solving a range of problems has been reported in
many applications. In the same spirit of the finite point method,
but using a Lagrangian description, Tiwari and Kuhnert have
developed the Lagrangian finite point method (LFPM) [12]. Be
a strong-form method, stabilization of FPM is often necessary.
Several approaches are available for that purpose.

Generally speaking, Lagrangian particle methods can handle
convection dominated flows and large deformation problems
very well due to their Lagrangian and adaptive nature. How-
ever, it is also known that, with a fixed support domain (or
an Eulerian kernel) for each particle, it is difficult to maintain
accurate interpolation based on the Lagrangian particle set,
which is usually distorted by the flow map and hence loses its
regularity. Sometimes particles undergo so massive amounts
of strain that they do not overlap anymore in some directions.
SPH solutions obtained from increasingly more irregular parti-
cle distributions will exhibit an increasing amount of numerical
errors. This is the reason for the accuracy degradation of
some SPH simulations. For LFPM, it is even possible to
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Abstract—The simulation of the transient flow during the 
opening of a spring safety valve is obtained by Smoothed 
Particle Hydrodynamics. A Weakly Compressible SPH 
formulation with an explicit time integration scheme is 
adopted. The method is applied to the analysis of an industrial 
safety valve, showing the different valve behaviours and the 
different flow patterns which can occur when varying the total 
pressure at the valve inlet. In particular, it is shown that 
partial opening may occur when the inlet total pressure is 
almost equal to the threshold pressure of the valve: the plug 
reaches an intermediate travel and then closes, leading to an 
intermittent jet in the orifice between the nozzle and the plug 
itself. At slightly higher inlet total pressures, the safety valve 
shows its correct behaviour: the plug reaches its maximum 
travel in a finite time and a steady radial jet flows along the 
plug surface to the outlet valve section. 

I. INTRODUCTION 
Safety valves are used to protect pressurized systems in 

industrial installations from sudden unwanted pressure 
surges which exceed the limits of safe operation. When the 
pressure in a flow line or in a pressure vessel raises over a 
fixed threshold value, the safety valve discharges part of the 
flow rate, limiting either the intensity of the pressure wave 
transmitted downstream or the unwanted excess pressure in 
the vessel [1]. 

A safety valve usually consists of a short nozzle or pipe, 
closed by a plug which is controlled by a spring. The elastic 
force on the plug is calibrated in order to balance the 
hydrostatic force exerted by the fluid at the limiting pressure 
condition. When the pressure exceeds the threshold, the plug 
opens and the fluid flows in the orifice between the plug and 
the external wall of the nozzle. This flow is a violent, 
unsteady liquid flow which can frequently become a flashing 
flow, where the pressure drop leads to a sudden vaporization 
of the liquid flow [2]. In any case, the flow dynamics modify 
the pressure distribution on the plug surface: while the 
pressure in the inner part of the plug above the nozzle 
remains approximately constant, the high velocity of the 

flow in the orifice leads to low pressures on the external 
portion of the plug surface which can eventually reduce the 
total hydrodynamic force applied on the plug itself. In this 
case, the whole the plug dynamics during the opening 
transient can be modified and a delay in the valve opening 
can occur.  

The behaviour of a safety valve is regulated by specific 
standards which fix the maximum allowable opening and 
closing times under given pressure climbs and drops. 
Numerical flow prediction can be therefore extremely useful 
in the design process of the valve and in the evaluation of its 
characteristics. However, the simulation of such a rapid free-
front flow with moving boundaries can pose problems to 
conventional Eulerian description.  

Smoothed Particle Hydrodynamics (SPH), owing to its 
Lagrangian nature and to the automatic treatment of free 
fronts, appears to be a natural choice for the solution of this 
kind of problem. Recent applications of the method include 
the analysis of compressible flows through orifices, where 
steep pressure gradients occur owing to the strong 
contraction [3], and of pressure relief valves with moving 
elastic elements, where the interaction between the liquid 
flow and an elastic rubber membrane plays an essential role 
[4].  

The present paper deals with the application of SPH to 
the simulation of the flow during the opening transient of  an 
industrial spring safety valve. A weakly compressible SPH 
method to simulate the incompressible water flow is adopted 
and transition to the vapour phase is not considered. The 
effect of increasing inlet pressures on the plug dynamics is 
briefly discussed. 

II. SPH METHOD 
The incompressible flow is here analysed, both as a plane 

2D and as an axisymmetric problem, by adopting a Weakly 
Compressible SPH (WCSPH) formulation, where the 
incompressible fluid is approximated by a slightly 
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